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Executive Summary

With the rapid proliferation of artificial intelligence (AI) across various domains, discussions surrounding responsible AI have become ubiquitous. These versatile technologies are transforming the nature of our work, interactions, and lifestyles. We are on the brink of witnessing a transformational shift comparable to the impact of the printing press, which revolutionised the world six centuries ago. As a result, several countries and industry bodies are actively engaged in formulating frameworks for algorithmic decision-making that prioritise ethics and the fundamental principles and values associated with responsible AI.

Much progress has been made towards establishing standards and developing frameworks, as a result of which numerous AI ethics guidelines have been published globally, amounting to multiple sets of guidelines. However, most of the existing literature on the risk management of AI at the development level focuses on uni-stakeholders, i.e., AI developers. Given that the adverse implications arising out of AI systems can cause impact on a broader, societal level, it is critical to effectively develop, deploy and operationalise AI systems by taking a systemic approach and considering the AI lifecycle in its entirety. Towards the same, the paper puts forth a principle-based multi stakeholder approach which resonates with the foundational values of responsible AI envisioned by various jurisdictions globally. The paper also provides an indicative operational strategy consisting of good practice and governance principles, which can be converted into implementable measures.

To define responsible AI, it is a by-product of an AI model being trustworthy, safe, fair while prioritising human agency and well-being and mitigating the potential risks and negative consequences for all involved stakeholders. The ultimate goal of having an AI system based on responsible AI can be achieved by adopting a trustworthy, purposeful, comprehensive, and responsive approach toward AI development and deployment. Establishing a responsible approach is also crucial for fostering “responsible competitiveness” in the realm of AI. This approach is the bedrock on which all individuals and entities involved with AI systems can have confidence that their design, development, and utilisation adhere to legal, ethical, and resilient standards.

However, currently, there is a lack of an approach that aligns with the key principles of responsible AI while prioritising impacts and harms of the AI systems across the lifecycle and effectively integrating these principles into policy-making and implementation. Towards the same, the paper attempts to map harms and impacts caused by different stakeholders at different stages of the AI lifecycle. The paper, firstly, differentiates between harms and impacts emerging at different stages of the AI lifecycle. While harms refer to the negative or detrimental outcomes of AI systems on the end-users, impacts arise when the responsible parties or AI actors acknowledge, explain or take actions to mitigate the harms. Moreover, the objective is also to declutter and distribute the impact and harm caused by AI, which emerges at different stages so that appropriate steps can be taken. While the assessment of impact does not necessarily expose the harms that may be caused, it enables the parties to make informed decisions to address or prevent harms and develop frameworks, adopt ethical guidelines or make modifications to the design, deployment or management for the same.

Followed by mapping the harms and impact to tackle the same, this paper suggests principles to be followed by AI developers, AI deployers and impact populations at the different stages of the AI lifecycle. To enable a comprehensive approach, we have mapped critical principles for AI development and deployment advised by the frameworks developed by various governments, intergovernmental organisations, academia, civil society etc., in India and globally. While these principles have common underlying intention and themes, they also represent diverse cultural, social, linguistic and organisational contexts. These principles, however, are not the

---


6 While most of the risk management literature talks only about AI developers, some of the key frameworks and policy instrucmtion like NIST Risk Management Framework (NIST 2023) and EU AI Act discusses the role of the multistakeholders within the AI ecosystem. For instance, NIST 2023 highlights that different AI actors have different responsibilities and awareness depending on their roles in the lifecycle.
end; they provide us with a starting point to shape our overall approach towards AI governance.

In furtherance of our attempt to fill in a gap for an effective strategy to operationalise the mapped principles, the paper provides an indicative operational strategy that translates good practice and governance principles into action points. While some of the principles mapped could be universally applied to AI developers, AI deployers and the Impact population, we realise the fundamental difference when translated into operational action points. For instance, accountability as a principle for AI developers may mean having better internal processes and board-level supervision. However, the same for AI deployers may mean that their processes are open and accountable to impact populations. Therefore, the paper provides an indicative operationalisation strategy to bring out these differences.

Recognising the need for domestic regulatory stability, international cooperation and sustainable growth of technology, the paper discusses the role of government in implementing the principle-based multistakeholder approach by establishing different forms of coordination, especially at three essential levels, i.e., Domestic Coordination, International Coordination, and Public-Private Coordination. In order to ensure coordinated efforts at the domestic regulatory level, the paper, firstly, recommends the need for consistent recognition and implementation of the principle-based approach and harmonisation at both horizontal and vertical levels of implementation. It also highlights the need to ensure harmony and coordination at sectoral and ministerial level to facilitate a unified approach to AI regulation.

Towards enhancing international cooperation in AI governance in India, the paper recommends balanced discretion and approach towards implementing overarching principles of AI, i.e. India should ensure that their principle-based approach does not significantly deviate from the internationally recognised values. Moreover, it also emphasises the ‘Trinity Thumb Rule’ which prioritises safety, cooperation and growth as fundamental elements in AI-related actions and policies. It also recommends the recognition of the distributed accountability principle, which holds that different stakeholders in the AI lifecycle have different roles based on their impact and potential to cause harm. The paper also emphasises on enabling international cooperation by leveraging existing multistakeholder and multilateral arrangements to promote responsible AI, including specific recommendations for mechanisms- GPAI, QUAD, UNESCO’s Global Agreement on the Ethics of Artificial Intelligence and OECD.

Finally, the paper concludes by laying down key recommendations for implementing AI regulations, especially in the context of AI developers and deployers, and fostering responsible competitiveness. These include tailored regulation for the vast diversity of AI developers and deployers, application of normative theories of regulation to guide the development of AI regulations, instituting market mechanisms, accreditation process, government oversight and continuous improvement, amongst others.
For user readability and holistic contextualising of our paper, we believe it is imperative for us to explain key definitions of terms used across our paper in a layman terms:

1. **AI Ecosystem**: AI Ecosystem refers to the interconnected environment of organisations, individuals and governments involved in the development, deployment and use of AI systems.

2. **AI System**: An AI system is an AI-powered, machine-based system that is capable of influencing the environment by producing an output (predictions, recommendations or decisions) for a given set of objectives.

3. **AI Lifecycle**: An AI lifecycle refers to the sequential stages involved in the development, deployment and use of AI systems. The AI lifecycle consists primarily of the following stages: i) design, data and models; ii) verification and validation; iii) deployment; and iv) operation and monitoring.

4. **AI Actors**: AI actors are those who play an active role in the AI system lifecycle, including organisations and individuals that deploy or operate AI.

5. **Developer**: A natural person or legal entity (within both the public and private sectors) who develop AI systems for market consumption while they may not necessarily deploy and use the same technology.

6. **Deployer**: A natural person or legal entity (within both the public and private sectors) who procure, employs, deploys and operates AI systems not necessarily developed by themselves.

7. **Impact Population**: A natural person who directly or indirectly uses, engages, and is impacted or affected by the AI systems.

8. **Impact**: Impacts arise when the responsible parties or AI actors acknowledge, explain or take actions to mitigate the harms.

9. **Harms**: Harms refer to the negative or detrimental outcomes of AI systems on the end-users.

10. **Responsible AI**: The concept of responsible AI recognises the need to ensure safe, beneficial, ethical and fair use of AI technologies to ensure societal progress, economic growth and sustainable development of technology.
Introduction

The internet is advancing at an exponential pace; where within a decade, we have seen a transition from a two-dimensional Web 2.0 to technological developments like Artificial Intelligence, which understands our prompts contextually to offer responses to our queries, producing outputs at par with natural human language. Such rapid advancement and evolution of AI has brought in a notable shift in its application from B2B specialised sectors to now a broader audience, especially through growing the use of generative AI in business-to-consumer (B2C) landscape. This has also intrigued and empowered Internet users to interact with generative AI for creative, educational and professional purposes. Since its release in November 2022, the keyword “ChatGPT” has attracted a growing search interest on Google, signifying a crucial expansion in the impact and reach of the technology.

The rapid advancement of AI technology and its application across sectors has provided numerous social and economic benefits. For instance, in the past decade or so, these technologies have played an important role in taking education to the last mile in terms of enabling conversational/interactive learning and also translating content to multiple languages. Besides, AI solutions have also evolved to a level where they can gauge students’ learning styles and pre-existing knowledge to deliver customised support and instruction. AI technologies are also specifically being used to address challenges specific to agriculture, such as precision farming, soil testing and crop health monitoring. AI integrated with ultrasound technology has proven to enhance the measure of the baby’s fetal position when it’s exiting the womb; this has helped the AI deployers, i.e., healthcare providers, with additional information to make informed decisions that keep both mother and baby healthy. Besides, in simple day-to-day life, many menstrual cycle tracking apps use AI technology to predict women’s ovulation period to enhance their health outcomes.

Box 1: Salient Use Cases of AI Technologies

<table>
<thead>
<tr>
<th>HEALTHCARE</th>
<th>CLIMATE CHANGE</th>
<th>EDUCATION</th>
<th>FINANCE</th>
<th>AGRICULTURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enhancing the measure of the baby’s fetal position when it’s exiting the womb.</td>
<td>Detecting fast-moving weather patterns and forest fires for climatologists</td>
<td>Enabling conversational/interactive learning and translating content to multiple languages.</td>
<td>Aiding financial institutions in detecting and preventing fraudulent activities.</td>
<td>Optimising farming practices for increased yield and sustainability.</td>
</tr>
<tr>
<td>Predicting women’s ovulation period to enhance their health outcomes.</td>
<td>Interpreting complex climate data, predicting climate change and strategising mitigation measures.</td>
<td>Gauging students’ learning styles and pre-existing knowledge to deliver customised support and instruction.</td>
<td>Optimising algorithmic trading strategies for improved financial decision-making.</td>
<td>Providing valuable insights for optimal crop growth.</td>
</tr>
</tbody>
</table>

Given its reach and impact across sectors and user bases, there are growing regulatory considerations and societal awareness to tackle the risks associated with AI technologies. There are also growing questions around its ethical, moral and social implications. As a result, various regulatory developments have cropped up worldwide to enhance responsible AI risk management and mitigate the impact and harms arising out of AI systems. While harms refer to the negative or detrimental outcomes of AI systems on the end-users, impact may be defined as potential risk that may arise when the responsible parties acknowledge, explain or take actions to mitigate the harms. Instances of such harms caused by the use of AI systems have been observed worldwide in the form of biases, exacerbation of inequality, and neglect of fundamental rights. While these regulatory measures are trying to make AI systems adhere to ethical and safety measures through risk management, there is no adequate discussion on how we can tackle the adverse implications of AI at the ecosystem level involving other actors across the AI lifecycle, including AI deployers and the impact population, in a responsible fashion.

Such issues concern all stakeholders involved in or committed to the different stages of the AI cycle—design, implementation, deployment, and use of the technology. Therefore, it becomes crucial to understand the role of key actors in the AI lifecycle towards tackling risks arising out of AI systems in a way that is innovative, trustworthy and that respects human rights and democratic values. The AI lifecycle primarily consists of the following stages: design, data and models; verification and validation; deployment; and operation and monitoring. The stages bring together AI actors—individuals and organisations—in a collaborative manner. These AI actors are individuals and businesses involved in various phases of the AI lifecycle, including those who deploy or operate AI systems. Depending upon the stage in the AI lifecycle and the AI actor involved, the role and responsibility may vary in nature and may require differentiated approaches from stakeholders to tackle them. Different actors may have different roles and influences at different stages of the life cycle, and understanding the same may help determine the potential consequences of AI systems and assess and assign responsibility among the actors. For example, the developers of facial recognition systems have a role to ensure that it does not provide biased data is diverse and inclusive of wider demographics so as to ensure unbiased diagnosis and disease trends. Similarly, data scientists involved in healthcare projects.

---


must ensure that training

The existing literature, however, largely focuses on a uni-stakeholder, i.e., AI developers. While AI developers take high-risk management measures, such systems are prone to misuse by AI deployers, which may resultantly impact the unaware population. For instance, when Liquified Petroleum Gas (LPG) cylinders are made for domestic consumption, the manufacturers would have taken most precautions to make the cylinders absolutely safe for domestic consumption; however, if the individuals as users manhandle the LPG Cylinders definitely, the chance of the same causing negative impact is high. Similarly, while seat belts are engineered in vehicles to ensure user-safety; however, the occupant may not choose to wear the seat belt, there is a high possibility of the same risking the life of the individual.

This, therefore, raises the question who should be held accountable for consequences of misuse of AI systems to tackle the implications of AI technologies and products. This paper attempts to answer this question by proposing a Principle-based Multi Stakeholder Approach as an ecosystem-level intervention based on responsible AI values envisioned globally. The concept of responsible AI recognises the need to ensure safe, beneficial, ethical and fair use of AI technologies to ensure societal progress, economic growth and sustainable development of technology. In recent times, several frameworks have proposed principles to ensure that AI technologies are developed and used in an ethical, rights-respecting and beneficial fashion. These are not only limited to transparency, accountability and fairness but also focus on explainability, diversity with inclusion with human oversight and control of technology. However, there is a lack of an approach that aligns with the key values of responsible AI while prioritising impacts and harms of the AI systems across the lifecycle. There is also a lack of strategy that aims to effectively integrate responsible AI principles into policy-making and implementation.

Towards the same, this paper discusses why India must consider laying out enabling principles at the ecosystem level to support home-grown AI innovations that may be exported and be used to build regulatory foundations worldwide. Artificial Intelligence reflects society like a mirror; therefore, through this paper, we emphasise that everyone within the AI ecosystem, including AI developers, AI deployers and the impact population, has a stake in building responsible AI. This paper will effectively contribute toward the discussion on developing an effective governance structure for AI to enhance its opportunities while mitigating its impact and harms. There are various kinds of literature on the risk management of AI at the development level focusing on uni-stakeholder, i.e., AI developers. However, the approach to this paper for establishing an effective governance structure for AI would involve multi-stakeholders, including AI developers, AI deployers and impact population, where we map principles for different stakeholders within the AI lifecycle to enable it in a responsible manner.

Chapter 2 maps the various global developments in regulating Artificial Intelligence and operationalising key principles to set the context. Following this, Chapter 3 sets out the five critical implications of AI solutions and attempts to map out the extent to which AI developers, AI deployers, and the impact population contribute towards manifesting the same. In addition, in Chapter 3, we propose a principle-based multistakeholder approach where we map the principles to be followed by stakeholders, namely AI developers, AI deployers and impact population at appropriate stages. Chapter 3 also discusses indicative operationalisation strategies for AI developers, AI deployers, and the impact population to imbibe the mapped principles. Conclusively, Chapter 4 discusses the government’s role in implementing the principle-based multistakeholder approach.

---

Navigating Global AI Regulatory Developments

While attempts are being made to regulate the nascent AI space, we must also note that the complexities that modern AI systems bring to the fore are in no way similar to AI systems that were operational even a decade ago. New inventions like ‘Transformers’ have boosted the growth of machine learning and reinvigorated them with new steam that has enabled the rise of generative AI that we saw in the early 2020s. Thus, in a rapidly changing landscape, the demands from regulatory interventions are not to merely regulate the status quo but also to withstand the test of time.

However, artificial intelligence governance is currently fragmented worldwide, primarily because it is rooted in two issues at the heart of the governance of all emerging technologies: The pacing problem and the Collingridge dilemma. Firstly, the pacing problem refers to the act of catching up done by legislatures worldwide, given the rapid advancements in emerging technologies and the countries' slow-paced formulation of laws and regulations. Secondly, David Collingridge proposed the Collingridge dilemma to highlight that we can successfully regulate a given technology when it’s still young and unpopular and thus probably still hiding its unanticipated and undesirable consequences, or we can wait and see what those consequences are but then risk losing control over its regulation.

Beyond the pacing problem, Artificial Intelligence is hard to regulate as definitions need continual updating with emerging technologies. A very good example of how fast technology outpaces definitions can be observed in the definitions made by the OECD in 2019. The OECD definition from 2019 did not include ‘content generation’ within its ambit and, thereby, would not apply to the currently booming generative AI industry. This was corrected in a way under the EU AI Act that includes systems that generate “content” in addition to “predictions, recommendations, or decisions.”

Definitional challenges seem to manifest in two distinct trade-offs as well. Whether to define AI technically or through a Human-centric approach and ensure that the scope of the definition is optimal and congruent to the regulatory aims. Human-centric approaches define AI in relation to Human activities. For instance, in the U.S. Department of Defense AI Strategy paper, the definition of AI is “the ability of machines to perform tasks that normally require human intelligence”, which is a contrast to the approach taken by the OECD where they define AI as a “machine-based system” that produces “predictions, recommendations, or decisions.” Both approaches lead to different outcomes. Moreover, the AI definition is also increasingly evolving in the tangent where “autonomy” has become an integral element of the definition. For instance, the AI definition within the National Institute of Standards and Technology (NIST) AI Risk Management Framework (AI RMF) which is adapted from OECD Recommendation on AI:2019; ISO/IEC 22989:2022 is “an engineered or machine-based system that can, for a given set of objectives, generate outputs such as predictions, recommendations, or decisions influencing real or virtual environments. AI systems are designed to operate with varying levels of autonomy”. While the Human-centric approach views AI in socio-economic contexts and accommodates the rapidly changing nature of the technology itself, the latter enables legal precision and enables regulatory harmonisation as definitions founded upon technical capabilities remain constant across use cases and jurisdictions.
Regulatory developments have cropped up worldwide to enhance AI risk management and trustworthiness. Against this backdrop, this chapter will discuss various global developments in regulating Artificial Intelligence and operationalising key principles. While various developments are happening around regulating AI worldwide, this chapter discusses some of the critical frameworks that have emerged at the lateral and multilateral levels across the globe.

**Box 2: Global AI regulatory Landscape**

<table>
<thead>
<tr>
<th>REGION</th>
<th>REGULATORY INSTRUMENTS/FRAMEWORK</th>
<th>OBJECTIVES</th>
<th>APPROACH TAKEN</th>
<th>PRINCIPLES</th>
</tr>
</thead>
</table>
| OECD    | OECD Regulations                                                                                | Establishing regulations for AI  
Ensure responsible and trustworthy AI deployment  
Promoting international cooperation | Proposal adopted by 42 nations, foundational for national frameworks  
Values-based principles as foundation  
Five recommendations for national policies and international cooperation | Inclusive growth, sustainable development, well-being  
Human-centred values and fairness  
Transparency and explainability  
Robustness, security, safety  
Accountability |
| Europe  | European Union’s AI Act                                                                       | Regulate the development and use of AI systems, particularly high-risk ones, with a focus on protecting users and minimising potential harms. | Risk-based approach: Classifies AI systems into low-risk, limited-risk, high-risk, and unacceptable-risk categories based on their potential impact. | User safety and ethical AI use  
Risk assessment and categorisation  
Specific requirements for  
High-risk systems  
Flexibility and regulatory certainty |
| USA     | AI Training Act  
Algorithmic Accountability Act of 2022  
AI Risk Management Framework (NIST) | Improve state capacity to deal with the new AI ecosystem and provide capacity building for AI.  
Ensure workforce knowledge of AI capabilities and risks through the AI Training Act.  
Require impact assessments of automated decision systems and empower consumers through the Algorithmic Accountability Act.  
Provide risk management practices for trustworthy AI through NIST’s AI Risk Management Framework.  
Coordinate federal agencies around core AI principles with the Blueprint for an AI Bill of Rights. | Soft-law approach to governance  
AI Training Act for workforce knowledge  
Algorithmic Accountability Act for impact assessments  
NIST’s AI Risk Management Framework  
Multiple regulators contributing to AI regulations  
Blueprint for AI Bill of Rights focusing on civil rights | Safe and Effective AI Systems  
Proactive prevention of algorithmic discrimination  
Data privacy and protection  
User information and explanations  
Opt-out provisions and grievance redressal |
<table>
<thead>
<tr>
<th>Brazil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazilian Artificial Intelligence Law (Bill No: 2238/2023)</td>
</tr>
<tr>
<td>Promote safe, responsible, and trustworthy AI systems.</td>
</tr>
<tr>
<td>Protect fundamental rights of citizens affected by AI systems.</td>
</tr>
<tr>
<td>Categorize AI systems based on risk levels.</td>
</tr>
<tr>
<td>Establish a regulatory body to enforce the law.</td>
</tr>
<tr>
<td>Implement a protective system of civil liability for AI system providers.</td>
</tr>
<tr>
<td>Mandate reporting of significant security incidents.</td>
</tr>
<tr>
<td>Conduct a preliminary algorithmic assessment of AI systems for risk classification.</td>
</tr>
<tr>
<td>Risk-level grading of AI systems</td>
</tr>
<tr>
<td>Ex-ante governance measures</td>
</tr>
<tr>
<td>New regulatory body enforcement</td>
</tr>
<tr>
<td>Categorization of AI systems</td>
</tr>
<tr>
<td>Protective civil liability system</td>
</tr>
<tr>
<td>Preliminary algorithmic assessment</td>
</tr>
<tr>
<td>Prohibition of 'Excessive' risk systems</td>
</tr>
<tr>
<td>Safeguarding rights of affected individuals</td>
</tr>
<tr>
<td>Risk-level grading and governance</td>
</tr>
<tr>
<td>Civil liability for providers/operators</td>
</tr>
<tr>
<td>Reporting obligation for security incidents</td>
</tr>
<tr>
<td>Preliminary algorithmic assessment</td>
</tr>
<tr>
<td>Prohibition of 'Excessive' risk systems</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>India</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital Personal Data Protection Act 2023</td>
</tr>
<tr>
<td>Digital India Act</td>
</tr>
<tr>
<td>Establish broad principles for AI design, development, and deployment.</td>
</tr>
<tr>
<td>Prepare the workforce for the future through skilling.</td>
</tr>
<tr>
<td>Set up centres of excellence in the AI ecosystem.</td>
</tr>
<tr>
<td>Address challenges of Algorithmic bias, privacy, and ethics through research.</td>
</tr>
<tr>
<td>Introduce Responsible AI Principles for safe and responsible use of AI systems.</td>
</tr>
<tr>
<td>Ensure compliance with the Digital Personal Data Protection Bill 2022 for data-dependent AI systems.</td>
</tr>
<tr>
<td>Propose the Digital India Act to comprehensively regulate the digital space.</td>
</tr>
<tr>
<td>Promote AI adoption while addressing potential issues.</td>
</tr>
<tr>
<td>Risk-based approach to AI categorization and regulation.</td>
</tr>
</tbody>
</table>

**Frontline Policies**

- Promote AI adoption while addressing potential issues.
- Risk-based approach to AI categorisation regulation.
- Data minimisation
- Accurate data collection
- Right to information
- Consent
- Right to erasure and correction of data
- Addressing AI, cybercrime, data protection, competition, online safety
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Principle-based Multi-Stakeholder Approach
An Ecosystem-Level Intervention

As discussed in the previous chapter, countries across the globe are taking steps to regulate AI, such as the recent draft of Brazil’s AI Bill, the EU’s AI Bill, and the US National Institute of Standards and Technology’s AI RMF, NITI Aayog’s Responsible AI principles. While these regulatory measures are trying to make AI systems responsible through risk management, there is less discussion on how we can tackle the adverse implications of AI at the ecosystem level while prioritising impacts and harms of the AI systems and involving other stakeholders like AI deployers and the impact population.

To enable Responsible AI, it is crucial to minimise the impact and harms of Artificial Intelligence by taking both the intended and unintended consequences of AI and consider several factors that can cause algorithmic harm into account, to identify the implications and consequences of these systems. These factors may include the context of developing and deploying AI systems, quality, intended outcomes and goals, veracity and diversity of data, algorithmic designs and functioning, inclusivity and multi-stakeholder participation. According to a Capgemini survey19, executives in nine out of 10 organisations believed that ethical issues resulted from the use of AI systems and almost fifty per cent of consumers believed that they have experienced at least two types of uses of AI that resulted in ethical issues in the last few years.

Some of these issues included over-reliance on machine-generated outcomes without disclosure in the insurance and banking sector, collecting and processing personal data of in AI systems patients without consent, and biased/unclear recommendations from an AI-based system for diagnosis/care/treatment. While many of these issues may not be intentional but may creep in if there are not enough checks and balances during the entire lifecycle. The distinction between harm and impact is rooted in the accountability and responsibility relationship among the actors involved in the AI cycle. While the assessment of impact does not necessarily expose the harms that may be caused, it enables the parties to make informed decisions to address or prevent harms and develop frameworks, adopt ethical guidelines or make modifications to the design, deployment or management for the same.

Therefore, through this chapter, we suggest a principle-based multi-stakeholder approach where we discuss various principles across the AI lifecycle bucketed and mapped to respective stakeholders within the AI ecosystem.20 Firstly, we will differentiate between harms and impacts emerging at different stages of the AI lifecycle. The objective of doing this is to develop a map of harms and impacts caused by different stakeholders at different stages of the AI lifecycle. In addition, the objective is to declutter and distribute the impact and harm caused by AI, which emerges at different stages so that appropriate steps can be taken. Followed by differentiating the harms and impact, to tackle the same, this chapter suggests principles to be followed by identified stakeholders at the different stages of the AI lifecycle. While there are various stakeholders within the AI ecosystem, this chapter covers the three key players, i.e., AI developers, AI deployers, and Impact Population. For the purpose of this chapter, three key stakeholders are defined as the following.21

---

20 The principles should be understood in their cultural, linguistic, geographic, and organisational context, and some themes will be more relevant to a particular context and audience than others. For instance, the definition of transparency or explainability in Brazil may not be the same concept in the US.
21 The AI developer and AI deployers are not watertight compartments, whereas there are instances where the AI provider/developer could also be an AI operator/user. At such conditions, the entity or natural person must follow the principles bucketed for AI developers and AI deployers at different stages of the AI lifecycle.
The critical principles mapped for the above-discussed stakeholders in this chapter are in line with advised by the frameworks developed by various governments, intergovernmental organisations, academia, civil society etc., in India and globally. Besides, the principles discussed in this chapter are the key universal and internationally recognised AI design and deployment principles embedded in various responsible AI frameworks across jurisdictions\textsuperscript{22}, especially India\textsuperscript{23}.

### 3.1. Mapping Harms and Impacts across the AI Lifecycle

While we interchangeably use the terms such as Impacts and Harms, they are technically not identical. The impacts can be defined as evaluative constructs used to gauge the socio-material harms that can result from AI systems systematically and objectively\textsuperscript{24}. These measurable outcomes allow us to understand the consequences of the interaction between AI technologies and individuals and society. For instance, the error rates of an AI solution, like the rate of inaccurate information, wrong predictions or disparate errors etc. Defining and measuring impacts allows us to understand the intended and unintended risks, benefits and harms that may arise when the procured AI deployers employ the AI solutions.

However, though the developed AI solutions are working as designed, adverse implications still crop out. This is where the other end of the puzzle, which is less discussed, comes into the picture, i.e., how AI deployers utilise the procured AI solutions for critical functions causing tangible and intangible harms\textsuperscript{25}. For instance, as discussed above, the AI solutions might be producing an error or may be designed to capture some biased parameters to produce the suggested outcome; however, real-life harms of such outcomes only translate into


While we interchangeably use the terms such as Impacts and Harms, they are technically not identical. The impacts can be defined as evaluative constructs used to gauge the socio-material harms that can result from AI systems systematically and objectively. 24 These measurable outcomes allow us to understand the consequences of the interaction between AI technologies and individuals and society. For instance, the error rates of an AI solution, like the rate of inaccurate information, wrong predictions or disparate errors etc. Defining and measuring impacts allows us to understand the intended and unintended risks, benefits and harms that may arise when the procured AI deployers employ the AI solutions.

However, though the developed AI solutions are working as designed, adverse implications still crop out. This is where the other end of the puzzle, which is less discussed, comes into the picture, i.e., how AI deployers utilise the procured AI solutions for critical functions causing tangible and intangible harms. 25 For instance, as discussed above, the AI solutions might be producing an error or may be designed to capture some biased parameters to produce the suggested outcome; however, real-life harms of such outcomes only translate into action when AI deployers blindly use the same for making real-life decisions. Therefore, this shows that the distinction between harm and impact is rooted in the accountability and responsibility relationship among the stakeholders involved in the AI lifecycle, where both AI developers and AI deployers must follow some key principles to ensure adverse implications of AI solutions are tackled appropriately.26 Besides, with the evolution of artificial intelligence into Generative AI solutions, real-life harms could also be caused by the impact population. For instance, when an AI solution produces baseless and misleading information, this starts a chain reaction of misinformation, which becomes a wild forest fire as unsuspecting impact populations start sharing the same misleading information within their own network.27

While there are various forms of adverse implications emerging out of AI systems, for the purpose of this section, we will be focusing on five critical implications of AI systems, i.e., exclusion, false predictions, copyright infringement, privacy infringement, and information disorder. The rationale behind choosing these critical implications is because they have been reported more frequently.28 The below illustration presents how these implications are influenced by AI developers, AI deployers, and the impact population. In doing so, the illustration will also showcase at what stages within the AI lifecycle29 (Refer to Box 3) “impact” and “harm” emerge and how AI developers, AI deployers, and impact populations are associated with the same. While various forms of impact and harm could potentially contribute towards causing the identified adverse implication, for the purpose of this paper, we have mapped some of the predominant causes based on our meta-analytic literature review. Besides, the mapped causes in the form of impact and harm do not exist in water-tight compartments, where some of them could apply universally and could be true for other adverse implications than the one they are mapped to.
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25. Discussed in detail below
26. Based on the cluster of cases reported on the same, which has been slightly higher,” with “because they have been reported more frequently.
27. Advised by OECD and NIST AI lifecycle, however, slightly improvised to fit the model suggested in this paper.
organisational management, etc.

**Collect and Process Data:** Data stage deals with gathering, validating and cleaning the data and documenting the metadata and characteristics of the dataset. Key players in this stage include Data scientists, data/model/system engineers, AI designers etc.

**Build and Use Model:** During the model stage, the focus is on creating selection models/algorithms, their calibration, training and interpretation. Various models or algorithms are designed and developed that may be suitable for achieving the intended outcome. Key players in this stage include Modelers, Model Engineers, Data scientists, data/model/system engineers, domain experts, etc.

**Verification and Validation:** This phase involves executing and tuning models and running tests to assess performance on various factors and metrics. These evaluation metrics are defined based on problems and the desired results; frequently used metrics include accuracy, precision, recall, and F1 score. Based on the evaluation results, this stage may also involve developing multiple iterations after identifying the limitations in the previous model and making refinements. This may be done by increasing complexity, revisiting datasets to assess the representativeness of data, considering and evaluating more capable algorithms, and sharing research innovations for the growth of the AI discipline. Key players in this stage include Data Scientists, experts etc.

**Deployment and Operationalisation:** In this phase, the AI system is put into actual production and events such as piloting, compatibility assessment, regulatory compliance, organisational set-up and user experience evaluation are conducted. Followed by this, the AI system is actively used through operationalisation. Key players in this stage include Developers, System Engineers, Procurement experts etc.

**Actual Operationalisation:** Once the AI developers operationalise the AI solutions, in this stage, AI deployers procure the AI solution from the AI developer (if both are not the same entity). Post-procuring, AI deployers put AI solutions to actual operationalisation by incorporating them with their critical functions.

---

Figure 3: Mapping Impact and Harms Across AI Lifecycle

Impact is caused due to the listed reasons

Harms actualise due to the listed reasons
3.1.1. Exclusion

One of the main concerns around Artificial Intelligence is producing biased outputs, which could ultimately lead to the exclusion of impact populations traditionally excluded in real life. For instance, alternate credit lending platforms, which use the data points like education attainment, employment history, social media data etc., for underwriting and pricing loans, have been reported to discriminate against individuals based on historical biases.\textsuperscript{31} Where individuals who attended colleges/universities dedicated to historically vulnerable populations have been quoted a higher interest rate and were denied access to credit.\textsuperscript{32} Similarly, medical AI systems trained primarily on data based on white patients may not perform as well with patients from other racial or ethnic backgrounds and lead to misdiagnosis and misleading trends.\textsuperscript{33}

India is a diverse and complex country with various historic dispositions like patriarchy, caste discrimination etc. Against this backdrop, one of the main concerns around AI is producing biased outputs, which may exacerbate inequality and lead to violation of the fundamental and legal rights of individuals. While AI solutions are not harmful, they replicate biases due to the biases present in its training data set and the way the algorithms are designed. Therefore, it is concerning when there is less clarity on the integrity, quality, and diversity of the data used for training the algorithms of these AI solutions. Besides, as these AI solutions are mostly predictive tools, they might unintendendly replicate the historic disposition causing discrimination and disproportionate harm to the vulnerable population. Moreover, the potential danger caused by AI is not just at the development stage but also at the deployment level, where harm could be caused by AI deployers who may abuse and misuse the technology, as discussed in the below table.

**Table 1: Potential Causes for Exclusion**

<table>
<thead>
<tr>
<th>Stage</th>
<th>Cause</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plan &amp; Design</td>
<td>Cognitive Bias</td>
<td>The human brain simply processes information by prioritising preferred outcomes due to cognitive biases.\textsuperscript{34} However, in this scenario, cognitive biases could bring out exclusionary implications. For instance, hypothetically, if the individuals involved in the process of ideating an AI solution are exposed to patriarchal socialisation their biases may seep into the AI solution, leading to the exclusion of women as an outcome.</td>
</tr>
<tr>
<td>Collect &amp; Process Data</td>
<td>Historical Bias</td>
<td>Exclusion could happen even if the dataset is appropriately measured and sampled because of historical bias, where data carries biases as it is. This could also be attributed to one of the cleanliness issues, which impacts the quality of the data available. For</td>
</tr>
</tbody>
</table>
instance, research shows that Natural Language Processing (NLP)\textsuperscript{35} models capture the biases associated towards women and vulnerable populations where specific keywords trigger gendered responses. Adding more information on the women and vulnerable populations wouldn’t help in such conditions, as more data with historical biases would only add to the exclusionary outputs.

<table>
<thead>
<tr>
<th>Representation Bias</th>
</tr>
</thead>
</table>
| This is one of the critical concerns when the development sample of AI solutions is underrepresented with the data of a certain population group could ultimately lead towards the exclusion of the individuals who belong to that population.\textsuperscript{36} Representation bias could creep in different forms where the target development sample lacks data of (a) the complete use population while using long a small representative data, (b) an underrepresented population within the use population like women, low-income households etc., (c) diverse ethnic groups within the underrepresented population.\textsuperscript{37}

For instance, the dataset can be counted to have gender diversity by having data on men, women, LGBTQ+ etc.; however, if the inferences of such data are not diverse, they might produce exclusionary outcomes. For instance, if the dataset has images of women from India only wearing ethnic wear, the inference derived from such a dataset would imply that almost all Indian women wear ethnic wear, excluding other women who don’t wear ethnic clothes.

<table>
<thead>
<tr>
<th>Build &amp; Use Model</th>
<th>Measurement Bias</th>
</tr>
</thead>
</table>
| The label and parameters modelled within the system could bring out exclusion due to the measurement bias, where certain factors, also known as proxy labels, are used as substitutes for a larger, more complex concept. Proxy labels chosen to approximate some construct could bring out exclusion because they may simplify or generalise a characteristic, thus missing out on an intricate aspect. For instance, it was reported by a research study that one of the school dropout predictive models had used race directly to predict whether they might drop out of the school and was also shown to have large racial disparities.\textsuperscript{38} Such instances could lead to unfair generalisation, perpetuation of bias, discrimination, etc.


\textsuperscript{38} Trinidad, J. (2022, March 24). Spatial analysis of high school dropout: The role of race, poverty, and outliers in New York City. Retrieved June 20, 2023, from https://doi.org/10.31235/osf.io/9nwst
| Lack of Human Navigator | Human navigators are the individuals or organisations who aid impact populations navigating the system, especially in critical sectors like healthcare. However, the lack of modelling human navigator or exclusion of human experts and assistants as a feature within the AI solution could make it difficult for the unaware impact population to navigate the exclusion and seek mitigation. For example, if an AI system does not acknowledge the role of human navigators, it may be difficult to assist the ones who are not well-versed with technology and may necessarily require human guidance, thus excluding them from accessing crucial services. |
| Learning Bias | When individuals prioritise one objective at the cost of damaging another as modelling choice brings out disparity and exclusion. For instance, research has shown that using differential privacy tools to enhance privacy ultimately reduces the influence that underrepresented populations have on data samples which ultimately causes exclusion. For instance, if a study to understand the prevalence of a disease uses differential privacy tools, it may unintentionally reduce the influence of underrepresented populations and misrepresent the actual prevalence of the disease among those groups. |
| Verification & Validation | Lack of human verification | If human verification and validation are not featured at this stage where interpretation of model output takes place, falling through the crack that had happened in the previous stages, as discussed above, might go unnoticed. This implies that the AI system would move to operationalisation, possibly producing disparity results leading to exclusion. |
| Deployment and Operationalisation | Evaluation Bias | As the AI solution’s pilot, assessment, and monitoring commences at this stage, having less representative and historically biased datasets as a benchmark for evaluation could cause a fall through the crack where exclusionary outcomes will not go undetected. |

---

### AI Deployers

<table>
<thead>
<tr>
<th>Actual Operationalisation</th>
<th>Deployment Bias</th>
<th>Confirmation Bias</th>
<th>Single Source of Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>While the AI solution might be developed with all the precautions, deployment bias could bring exclusion. This happens when the AI deployers employ the AI solutions for a different purpose than what it was created for based on the human decision-makers’ decision, which is also called the framing trap. For instance, while some prediction technologies in legal enforcement are developed for recidivism, it was noted that such AI solutions are also used to determine the length of the sentence.</td>
<td>When the AI solution produces exclusionary outputs, the confirmation bias of the AI deployers, i.e., confirming their existing belief, might blind them from noticing the error, causing exclusion. For instance, it was reported that one of the school dropout predictive models had used race directly as a predictor and was also shown to have large racial disparities. However, when this model was used in schools to decide which student is deemed to study maths and science, majorly, it was black students in the United States who had to face the brunt, leading to their unintended exclusion.</td>
<td>When users consider AI solution-based outputs as a single source of truth without any alternative, under such circumstances, the AI system outputs could bring out adverse implications, including exclusion. Besides, using outputs of AI solutions as a single source of truth can also cause a fall through the cracks due to a lack of cross-checking mechanisms, increasing the chances of false negatives and false positives. For instance, the AI tools used by federal agencies for predicting recidivism for individuals have been reported to bring out the disparity in prediction. The tools have brought out false positives in terms of overpredicting the risk of recidivism amongst vulnerable groups and false negatives amongst groups that are not vulnerable.</td>
<td></td>
</tr>
</tbody>
</table>

---

3.1.2. False Predictions

Using an AI-based predictive tool can replicate bias due to the biases in its training set. For instance, AI technologies used for law enforcement purposes have been reported to bring out historical biases where for instance, systems have primarily assigned police parole to the neighbourhoods where discriminated populations reside. The incorrect crime predictions also feed into the system, creating a vicious cycle.\(^4^8\) Similarly, the utilisation of AI in hiring tools used by companies and recruitment firms has been observed to increasingly discriminate against women. For instance, a company using AI solutions to hire a candidate for a particular role based on human-assigned ratings is reported to predict women as less suitable candidates than men, despite the work profiles and qualifications of female candidates being at par with the male candidates. This false prediction scenario may be fed through historical bias against data recording the career growth trajectories of women across corporate settings.\(^4^9\)

As discussed in Section 3.1.1 in the Indian context, the presence of the historically biased disposition against certain groups could aggravate adverse implications of the AI systems, like false predictions. While false predictions are one half of the story creating impact, the second half is when the AI deployers use those false predictions daily for determining eligibility, profiling etc., causing entry barriers, discrimination etc. There are similarities in causes discussed in Table 1 that also contribute towards causing false prediction at different stages of the AI lifecycle. However, below table 2 discusses some specific causes that predominantly led to false predictions.

---


Table 2: Potential Causes for False Predictions

<table>
<thead>
<tr>
<th>Stage</th>
<th>Cause</th>
<th>Description</th>
</tr>
</thead>
</table>
| Plan & Design       | Over Estimation              | As a human tendency, we borrow innovations and ideas from different scenarios and streams into our work field subject to those innovations’ success rate. However, in this process, we might overestimate the capacity of such innovation and not consider the incompatibility of the same within specific sectors. For instance, while AI-based predictive technologies are extensively used in weather predictions and meteorology, it is not necessarily true that similar technology would work completely prejudice-free when used for predicting recidivism.  
|                     | Data Provenance Issue        | Lack of considering the genesis of the data and resulting dataset could lead to false predictions bringing out and amplifying discrimination, biases etc., as AI-based predictive tools predominantly produce predictions based on the data fed into the system. For instance, when the AI-based prediction technology for law enforcement is fed with police and crime datasets, it is important to be aware of the genesis of this data, as research proves that police and crime datasets often carry historical prejudice which may target racial or religious minorities.  
|                     | Data Provenance Issue        | AI technologies used for law enforcement purposes have been reported to bring out historical biases where, for instance, systems have mostly assigned police parol to the neighbourhoods where vulnerable populations reside. However, when these incorrect crime predictions also feed into the system as metadata, which creates a vicious cycle.  
52 Sachoulidou, A. (2023). Going beyond the “common suspects”: To be presumed innocent in the era of algorithms, big data and artificial intelligence. Artificial Intelligence and Law. https://doi.org/10.1007/s10506-023-09347-w |
| Build & Use Model   | Prediction Using Existing Data | The premise of generative AI systems, i.e., current data about the world is enough to understand the world in future, is concerning where it leads to errors. These AI Solutions will be prone to reproduce the same mistakes and patterns in future, causing real-life implications for humans. For instance, in the case of Facial Recognition Technologies, using past datasets to predict future [20]
outcomes is concerning, such as potentially resulting in the over-policing of certain communities. This may also impact the allocation of resources to law enforcement agencies (LEAs).\textsuperscript{53} Besides, if any individual has exercised their right to be forgotten in the recent past, this information wouldn't be captured by the system, which adds to the inconsistency of the nature of using past data.\textsuperscript{54}

<table>
<thead>
<tr>
<th>Stage</th>
<th>Cause</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plan &amp; Design/Deployment &amp; Operationalisation</td>
<td>Legal Negligence</td>
<td>While AI provides state-of-the-art solutions, this doesn’t mean the existing regulations will not apply to AI technologies and their developers. Individuals and businesses still enjoy Intellectual Protection rights (IPR) protections in India under the Patents Act 1970,</td>
</tr>
<tr>
<td>Actual Operationalisation</td>
<td>Automation Bias</td>
<td>AI Deployers must make AI Users\textsuperscript{55} aware of the ability of an AI model to churn out false predictions and may treat the computational results of an AI model as accurate, which may lead to them blindly relying on the results of such an AI model. This is harmful on account of the AI user succumbing to automation bias, especially in cases where the AI user is operating high-risk AI systems causing catastrophic impact.</td>
</tr>
</tbody>
</table>


\textsuperscript{55} AI users may be employees of the AI deployers who are using AI systems. For instance, a government body using an AI system is the deployer and the AI user is their employee who is using the AI system.
<table>
<thead>
<tr>
<th>Collect &amp; Process Data</th>
<th>Data Provenance Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unaware of Unintended Consequence</strong></td>
<td>When AI developers would consider certain principles to make AI solutions responsible and ethical, pragmatically when implemented into actionable strategies, some key principles conflict with each other, causing unintended consequences. For instance, while we suggest data quality through more representative and diverse datasets, the unintended repercussion would be infringing intellectual property rights as the diverse dataset might have copyrighted content.</td>
</tr>
<tr>
<td><strong>Collect &amp; Process Data</strong></td>
<td><strong>Data Provenance Issue</strong></td>
</tr>
<tr>
<td><strong>Build &amp; Use Model</strong></td>
<td><strong>Lack of Disclaimers &amp; Source Coding</strong></td>
</tr>
<tr>
<td><strong>Build &amp; Use Model</strong></td>
<td><strong>Lack of Disclaimers &amp; Source Coding</strong></td>
</tr>
</tbody>
</table>

| Trademarks Act 1999 and the Copyright Act 1957<sup>66</sup> Through IPR, individuals get attribution for their work and flexibility in framing the buyer contract in the physical world. These legislations do apply to AI solutions, though there might be less clarity; it is the responsibility of the AI developers to ensure the solution developed doesn’t infringe on existing intellectual property laws and copyrights. |

---

### Verification & Validation vs. Inappropriate Evaluation Metrics

Falling through the cracks does happen in previous stages due to the above-discussed reasons. However, if metrics used for verifying and validating the outputs don’t have parameters to check for copyright infringement and misuses to emerge at the actual operationalisation and usage stage could let this unintended consequence go unnoticed.

### AI Deployers

<table>
<thead>
<tr>
<th>Actual Operationalisation</th>
<th>Due Diligence Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>When an AI deployer doesn’t do her due diligence while procuring the AI solutions in terms of checking (a) if the technology is trained using copyright information, (b) modelled with some disclaimers etc., could contribute toward copyright infringement when AI solutions are actually operationalised.</td>
</tr>
<tr>
<td></td>
<td>If the AI deployer constantly receives feedback from the impact population that there is a copyright infringement, this information has to be funnelled to AI developers. However, if the AI deployers are not provided with a human interface by the AI developer, this information may not reach AI developers on time and appropriately.</td>
</tr>
</tbody>
</table>

### Impact Population

<table>
<thead>
<tr>
<th>Direct Usage</th>
<th>Unaware Reuse of Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>As discussed above, when the display of citations, disclaimers or source information is not modelled within the AI solution, unaware users might reuse such information without providing attributions, causing copyright infringement</td>
</tr>
<tr>
<td></td>
<td>Lack of Human Redressal</td>
</tr>
<tr>
<td></td>
<td>Lack of humans in the loop for grievance redressal at the AI deployer end could prevent (a) the impact population from safeguarding their IPR appropriately and (b) the feedback loop of AI solutions, where the problem might go unnoticed.</td>
</tr>
</tbody>
</table>

### 3.1.4. Privacy Infringement

The AI solutions are trained using a massive amount of data to provide a human-like response. However, there is less clarity on the amount of personal information used by the AI developers as part of the training set and data protection measures taken to secure the same. Besides, there are also data security concerns where it is likely that AI solutions could expose confidential information of individuals causing identity theft, fraud etc. While the dataset has both personal and non-personal data of individuals, however below causations led to privacy infringement.
<table>
<thead>
<tr>
<th>Stage</th>
<th>Cause</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plan &amp; Design/ Deployment &amp; Operationalisation</td>
<td>Legal negligence</td>
<td>It is suggested that the dataset used for training AI solutions includes personal and non-personal data. While personal data warrants protection and security where India’s DPDPA 2023 will apply to AI developers, non-personal data unlocks value benefiting individuals, businesses, and communities.</td>
</tr>
<tr>
<td>Unaware of Unintended Consequence</td>
<td></td>
<td>While a massive amount of data is used to enhance AI solutions, one of the unintended consequences would be that AI solutions expose confidential information of individuals causing identity theft, fraud, etc. For instance, recently, it was reported that the Snap AI chatbot had revealed the location of individuals while it had been programmed to say that it doesn’t hold such personal information.60</td>
</tr>
<tr>
<td>Collect &amp; Process Data</td>
<td>Data Provenance Issues</td>
<td>Where the data is sourced from brings out privacy concerns, especially when AI developers aggregate data from multiple public sources61. For instance, it is suggested that the dataset used for training Generative AI has billions of words and images scraped from publicly available information from places like websites, articles, blog posts, etc. While the General Court of the European Union held that personal views or opinions of individuals (technically information which is available in articles, blog posts etc.) couldn’t be presumed to be personal information;62 On the other hand, India under its recently enacted DPDPA 2023 takes different course, where the obligations of the bill will not apply to the personal data which has been made or caused to be made available public by the Data Principal themselves to whom such personal data relates. Other publicly available personal information, i.e., not made public by the data principal, can only be processed after obtaining consent from data principles at the commencement of its processing. However, privacy concerns still remain as the publicly available information could also lead or reveal some personal information when aggregated with other datasets.</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Build &amp; Use Model</th>
<th>Purpose Limitation</th>
<th>Data Security Concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>While data is being used for training the AI solutions, however, if the AI developers don’t follow purpose limitation and use training data for purposes beyond what it was aggregated for could contribute to privacy infringement.</td>
<td>Less clarity on the safeguards equipped at the data storage level brings out data security concerns.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lack of Contextual Integrity</th>
<th>Data Security Concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td>The modelling of an AI solution using information out of context could lead to infringing contextual integrity and privacy, i.e., breaching social relations, which are controlled by the information flow, and cause inappropriateness, i.e., exposing inappropriate information about individuals in a particular social and political setting.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lack of Privacy Settings</th>
<th>Data Security Concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td>When privacy settings without deceptive design are not modelled within AI solutions, it doesn’t provide a choice to the individuals in terms of protecting their privacy. For instance, using Reinforcement Learning with Human Feedback (RLHF), where every prompt and interaction on the platform is recorded without providing an option for the opt-out to the individual or options like incognito/private tabs.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Concern with Legitimate Processing</th>
<th>Data Security Concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consent is the bedrock on which not only the EU-GDPR, even India’s DPDPA 2023 sits, where it mandates that personal data shall be collected and processed only after obtaining consent from data principles at the commencement of its processing. However, the consent-based approach doesn’t consider the complex data processing mechanism for new AI evolution like Generative AI. Besides, this could also cause a fall through the cracks as the determining legitimacy of consent is nebulous in Generative AI operations. However, there must be different means through which individuals’ agency over their personal data used for training the algorithms across the data lifecycle is protected and ensured.</td>
<td></td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Verification and Validation</th>
<th>Lack of Appropriate Evaluation Metrics</th>
<th>The lack of necessary evaluation measures to secure the utilisation of personal data keeping purpose limitations, contextual integrity, and appropriateness intact, could contribute towards privacy infringement and cause legal obligation.</th>
</tr>
</thead>
</table>

### AI Deployers

<table>
<thead>
<tr>
<th>Actual Operationalisation</th>
<th>Concerns with Data Collection</th>
<th>Some AI solutions could lead the AI deployers to collect data beyond the purpose for which the solution was developed, causing privacy concerns. For instance, the facial recognition systems installed in the streets and other public spaces for tracking crime also bring in the visuals of every individual using these public spaces who are not part of any illegitimate activities. While it is an essential measure for tackling crime, it could disproportionately hamper the privacy of individuals.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Data Security Concerns</th>
<th>Easy access to coding tools as part of the information generated by generative AI solutions without safeguards and restrictions could make it easier for cyber attackers to hack, even for non-tech-savvy individuals who lack technical skills.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Lack of human interface</th>
<th>Similar to copyright infringement, it is important for AI deployers to funnel feedback from the impact population that there is a privacy infringement to AI developers. However, if the AI deployers are not provided with a human interface by the AI developer, this information may not reach AI developers on time and in an appropriate manner.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Difficulty in Exercising Digital Rights</th>
<th>While data protection legislations across jurisdictions vest various digital rights on individuals, however, there is less clarity in terms of the applicability of such rights in the context of AI technologies. For instance, there is less clarity regarding how individuals can exercise their right to erasure or correction in the context of Generative AI solutions.</th>
</tr>
</thead>
</table>

### Impact Population

<table>
<thead>
<tr>
<th>Direct Usage</th>
<th>Unaware of caveat emptor principle</th>
<th>When individuals are unaware that the AI solution is premised on the caveat emptor principle, it could cause privacy infringement. For instance, various Generative AI solutions insist individuals be aware and not share</th>
</tr>
</thead>
</table>

---


3.1.5. Information Disorder

While quick and easy access to information is useful, lack of understanding about the accuracy of the information received through AI solutions, especially with consumer-facing AI solutions like generative AI, is problematic – especially for high stake information like election-related information, health-related information etc. – given that disinformation and misinformation spread faster than the truth. Therefore, below are some potential causes emerging at different stages of the AI lifecycle contributing to the causation of information disorder.

Table 5: Potential Causes for Information Disorder

<table>
<thead>
<tr>
<th>Stage</th>
<th>Cause</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI Developers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plan &amp; Design/Deployment &amp;</td>
<td>Unaware of Unintended</td>
<td>While recent evolution of AI solutions like generative AI is developed to assist humans in various sectors. However, an unintended consequence of these technologies manifests in the form of the capability to generate false records or “deep fakes,” imitate individuals, and manipulate information to create politically-altered content. The impact caused by AI-generated deep fake videos and synthetic media could blur the lines between falsehoods and the truth.</td>
</tr>
<tr>
<td>Operationalisation</td>
<td>Consequences</td>
<td></td>
</tr>
<tr>
<td>Collect &amp; Process Data</td>
<td>Data Veracity Issues</td>
<td>As simple as it can get if the data fed into the system has issues with veracity, it would definitely impact the outcomes.</td>
</tr>
</tbody>
</table>

---


<table>
<thead>
<tr>
<th>Build &amp; Use Model</th>
<th>RLHF Modeling without Safeguards</th>
<th>Modeling an AI solution to use Reinforcement Learning with Human Feedback (RLHF) without proper checks and balances would get easier for individuals to produce baseless and misleading information to distort the feedback system, causing disinformation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of General Safeguards</td>
<td>Lack of technical measures modelled to tackle information disorder faster would exacerbate the issue. For instance, it would be difficult for individuals to distinguish between truth and false if there are no technical measures to differentiate, as AI-based responses are foolproof without typos or grammatical errors.</td>
<td></td>
</tr>
<tr>
<td>Validation &amp; Verification</td>
<td>Lack of Appropriate Evaluation Metrics</td>
<td>The lack of necessary evaluation measures which help detect (a) if the system could be potentially tricked to cause information disorder (b) the veracity of outcomes would let the unintended consequence pass through unnoticed.</td>
</tr>
</tbody>
</table>

**AI Deployers**

| Actual Operationalisation | Inability to Tackle the Scale | When AI deployers deploy AI solutions which can cause information disorders, it puts them at the spot where they will face a scale problem. As AI deployers directly interface with individuals, tackling disinformation and misinformation would be difficult, especially if they serve many individuals. An analogy could be drawn to social media platforms, wherewith mounting pressure on the platforms from the government and individuals to tackle narrative harms, they resort to hard content moderation yet face the problem of scale, causing a fall through the cracks. |

**Impact Population**

<table>
<thead>
<tr>
<th>Direct Usage</th>
<th>Manipulating the System</th>
<th>As discussed above, if the AI solution is modelled with RLHF without safeguards individuals could feed baseless and misleading information to deceive, causing ‘disinformation’.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spreading Misinformation across Platforms</td>
<td>When an AI solution produces baseless and misleading information, this starts a chain reaction of misinformation, which becomes a wild forest fire as unsuspecting impact populations start sharing the same misleading information within their network across platforms.</td>
</tr>
</tbody>
</table>

---
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73 Discussed in detail below
3.2. Mapping Principles for Stakeholders Across the AI Lifecycle

The various stakeholders within the AI ecosystem contribute in their capacities towards operationalising adverse implications, as discussed in Section 3.1. Therefore, to make the AI ecosystem safe, inclusive, and useful, it is essential to have a concerted effort at the ecosystem level where various stakeholders follow different principles at different stages of the AI lifecycle.

Various governments, intergovernmental organisations, academia, and civil society have developed critical principles for developing and deploying AI. Several regions and countries, including the EU, the US, Brazil, India, etc., have also started developing their national AI strategies to present a vision for AI development and governance of AI (refer to Annexure 1). These frameworks propose principles to ensure that AI technologies are developed and used ethically in a rights-respecting and beneficial manner. The Recommendation on Artificial Intelligence (AI) adopted by OECD in 2019 is the first intergovernmental standard on AI to promote the responsible stewardship of trustworthy AI. The Recommendation sets forth a framework for responsible AI for all stakeholders involved in developing, deploying, and using AI and recommendations for national policies and international cooperation. Similarly, companies such as Microsoft, IBM, Google and SAS have also developed their own principles for responsible AI.

While these frameworks discuss principles for the responsible development of AI solutions, if the users misuse it and the impact population is unaware, it falls through the cracks. Therefore, we need a principle-based intervention that maps responsibilities and principles for various stakeholders (refer to Figure 1) within the AI ecosystem. While in the previous section, we did an implication-by-implication causation analysis, in this section, we will discuss the principles at the consolidated level mapped to various stakeholders to be followed at different stages, as illustrated below.

The below-mapped principles are advised by NITI Aayog’s National Strategy for Artificial Intelligence44, OECD AI principles56, G20 AI Principles59, Australia’s AI Intelligence Ethics Framework and AI Ethics Principles77, EU Ethics Guidelines for Trustworthy AI38, EU-US TTC Joint Roadmap for Trustworthy AI and Risk Management79, NIST’s AI Risk Management Framework80, Germany, Artificial Intelligence Strategy 201885, Singapore National AI Strategy 201980, USA’s National Artificial Intelligence Research and Development Strategic Plan 202383, France’s AI for Humanity 201784, European Union’s Artificial Intelligence for Europe 201885, European Union’s The Artificial Intelligence Act, 202386, United Kingdom’s A Pro-Innovation Approach to AI Regulation 202387.
Japan’s Social Principles of Human-Centric AI 2019\textsuperscript{88}, The Global Partnership on Artificial Intelligence’s AI principles\textsuperscript{89}, United Nations’ Principles for Ethical Use of AI in UN 2022\textsuperscript{90}, UNESCO Ethics of Artificial Intelligence\textsuperscript{91}, and other private sector frameworks.\textsuperscript{92} In addition, some of the principles mapped are suggested through research, especially ones mapped to AI deployers and impact populations.

Collectively, we believe the mapped principles (refer to Figure 4) will enhance the digital trust of the impact population such that they feel at ease and safe using AI solutions.
Figure 4: Mapping Principles for Stakeholders Across the AI Lifecycle
3.3. Operationalisation of Principles by Various Stakeholders

To ensure the realisation of responsible AI, it is crucial to translate the principles discussed in the above chapter into tangible requirements. While there is a broad consensus regarding the core principles of responsible/ethical AI, there remains a lack of consensus on applying and implementing these principles within organisations effectively. The results of a recent survey conducted by IBM\(^\text{93}\) shed light on this issue. The findings indicate that despite a strong recognition of the importance of advancing ethical AI, there exists a gap between the intentions of business leaders and their actual implementation of meaningful actions. Approximately 80% of CEOs are willing to integrate AI ethics into their companies' business practices. However, the survey reveals that less than a quarter of these organisations have successfully operationalised these principles. Moreover, less than 20% of respondents reported that their company's actions align consistently with its AI ethics principles.

Besides, most of the AI principles' operationalisation frameworks have been at the level of risk management with less attention to the responsibilities, which lie at the level of AI deployers and Impact Population. Therefore moving from the uni-stakeholder approach, in this section, we will provide stakeholder-by-stakeholder strategies and means to operationalise the principles discussed in the previous section and their outcomes. While every principle would require/worth a separate research study in terms of operationalisation; however, the purpose of this paper is to map the principles and levers for operationalisation to a limited extent such that future research can be initiated on the same. We believe responsible AI can be effectively achieved by establishing concrete requirements that address the needs and responsibilities of AI developers, AI deployers, and the Impact Population.

3.3.1. AI Developers

The role of the AI developers, as mapped across the paper, is predominant at the development stage, from ideation to deploying the AI solutions. AI developers' role is significant beyond the development stage as they directly/indirectly interface with the AI deployers who procure the AI solutions. Besides, one of the significant ways AI developers can contribute towards making Responsible AI is by tackling the potential impact that the technology could cause when deployed by the AI deployers or directly used by the Impact Population. Therefore, AI developers must operationalise the mapped principles (refer to Figure 4) using some of the following suggested strategies to realise the same at different stages.

3.3.1.1. Plan & Design Stage

In this section, we will discuss various principles to be followed by the players, such as C-suite executives, Test & Evaluation, Validation & Verification experts, product managers, compliance experts, auditors, organisational management, etc. may follow to ideate AI solutions which are responsible and safe. In this stage, developers and technologists must focus on understanding their AI systems' potential consequences and implementing appropriate measures to mitigate risks through operationalising the following principles using the suggested strategies.

- **Human-in-the-loop:** As human-in-the-loop could mean many things, here we list this principle to indicate the importance of involving the impact population and other relevant stakeholders as part of this stage using various approaches. One way to operationalise this principle is through adopting a participatory approach, where the impact population is consulted during the ideation.\(^\text{94}\) Another way is to use stakeholder engagement tools, as defined by OECD. According to OECD, meaningful stakeholder engagement is to conduct a two-way, ongoing engagement with the stakeholders in good faith and with responsiveness.\(^\text{95}\) Therefore, using this tool is important for AI developers to meaningfully


engage with stakeholders like the impact population, domain experts, AI deployers, lawyers etc., to bring multiple voices together and account for cultural and contextual intricacies. Besides, during the ideation, it is important to assess whether these technologies truly benefit the impact population, especially the vulnerable population within it, like gender-based minorities, low-income households etc. Therefore, AI developers need to conduct landscaping to determine the utility of AI-based interventions for the impact population, emphasising the last mile and the effectiveness of these technologies in resolving the key challenges they face in their daily lives. Adopting Field Scanning, which is interchangeably used for Landscape Scanning — A methodology used in philanthropy to identify gaps, AI developers could find the pain points and needs within the field. Also, understand the opportunities, emerging trends, gaps, and threats of using Artificial Intelligence. AI developers could adopt the Community-based participatory research (CBPR) approach where they may partner with various community members and organisations as part of the process at the different stages of the Field Scanning exercise.

- **Fairness & Discrimination**: At this stage, the players involved in the ideation process need to be aware of the negative consequences of cognitive bias, which would ultimately lead towards developing a solution that might discriminate and may bring unfair outcomes. While landscaping could help collect information from the field, the players in this stage need to ensure to pick data points which could explicitly showcase the traits of discrimination, inequality, unfair outcomes, etc., which in the Indian context include information about individuals who belong to low-income households, caste and religious minorities, gender minorities, children etc. The inferences collected through stakeholders in the form of lived experiences must be considered while developing the technology. Besides seeking a second opinion from a community organisation, civil society members, field workers etc. in case the individuals from the community might not be aware of their best possible interest, could help during the ideation stage, where they could evaluate if (a) the proposed idea could adversely impact the population and bring out historical biases and discrimination, (b) all the relevant data points collected through landscaping, stakeholder engagement is considered while ideating, (c) the solution can be made better considering different strata of individuals within the impact population.

Finally, it could also help AI developers devise a fairness index which considers (a) Pertenance: the relevance of the AI solutions ideated for the impact population, (b) Diversity: the level at which ideated AI solutions can serve different strata of individuals within the impact population, especially vulnerable community, (c) Equity: Compatibility of ideated AI solutions to operate within unequally distributed scenarios with power parity concerns within the impact population and (d) Risks: Mapping potential discriminatory and unfair risks what the impact population may face. Once AI developers have a concrete idea, it is natural not to explore alternatives; however, at this stage, they need to run the idea through the fairness index to break the cognitive biases and find alternatives if necessary.

- **Accuracy**: AI developers at the plan and design stage need to thoroughly understand the AI system’s business and society requirements. This helps establish practical accuracy goals that align with the specific application and context of the AI system. These goals should consider the intended use, potential risks, and impact on end-users and society.

AI developers need to put efforts towards accurately predicting potential harms that ideated technology could cause to society such that appropriate impact management measures can be instrumentalised. A constant effort would be needed towards keeping AI impact as close as possible to actual AI harms such that adverse implications, to an extent, can be prevented. To achieve the same, inferences from the stakeholder engagement, especially with experts and community representatives, would be helpful where they could pinpoint the potential harms that the ideated technology could bring on the society.

---

something which impacts the population may or may not be able to voice or understand timely. However, to keep the levels of positive paternalism lower, incorporating learnings from the landscaping would be helpful, especially the part where impact populations might voice their concerns and risks associated with deploying the ideated AI solution.

In addition to using the inferences from landscaping, AI developers should also conduct in-depth analysis and requirements gathering to define the target accuracy levels and performance metrics that best align with the domain-specific applications. Developers should define thresholds and acceptable error rates for the AI system along with an accuracy matrix. These thresholds would determine the point at which the system’s performance would be considered acceptable or unacceptable. This will help ensure that the system meets the predefined standards and minimises the risk of unintentional outputs.

- **Transparency and Explainability**: It is important to have a functional organisational procedure for documentation of the ideation process, starting from landscaping to developing an elevator pitch. Documentation would bring out transparency in the process without disclosing much information on the process itself, which is similar to the metadata of the process. In addition to making the ideation process easily explainable, documentation can also help the AI developers refine the process, assessing the alignment of development and deployment goals with that of AI developers, impact populations, etc. This documentation will help us understand the thought process behind ideating a given AI solution and induce accountability.

- **Governance**: While the ideation stage would involve various players, especially at the executive level, however, it is essential to have external governance/supervision over the process of ideation such that there is (a) separation of power and (b) for checkpoints to assess if the AI developers are moving on the right track. For instance, having domain experts and community members as observers could act as a robust governance structure for the ideation process. Besides, board-level and public-level commitment toward AI principles could act as an appropriate governance structure, where the AI developers (a) could use various platforms, mechanisms and forums to showcase their public commitments to core principles and (b) could also have measurable milestones to check the progress on their commitment.

- **Legal Cognizance**: Any ideation of the AI innovation must be cognizant of the fact that some of the existing regulations and rights protection at the domestic level would apply to them. For instance, the upcoming Digital Personal Data Protection Bill 2022 (DPDPB 2022) will apply to AI developers who develop and facilitate AI technologies. As AI developers will collect and use massive amounts of data to train their algorithm to enhance the AI solution, they might be classified as data fiduciaries. This implies that AI developers may comply with the fundamental principles of privacy and data protection and the provisions enshrined in DPDPB 2022.

- **Awareness**: When AI technology is ideated, it is essential to ensure that (a) unintended consequences are mapped such that the solution might not cause an adverse impact as a byproduct, (b) trade-offs are confronted, (b) both positive and negative externalities which makes a third party benefit or lose is weed out. AI developers could develop a selection criterion to run past various outcomes and possibilities of ideated AI technologies to operationalise the same.

Developers can prioritise and integrate awareness into the anticipated system’s design by identifying these considerations. In addition, as part of the landscaping study, an impact assessment should be conducted to evaluate the potential effects of the AI system on various stakeholders, including individuals, communities, and society as a whole. These assessments help identify potential risks and unintended consequences, allowing developers to take proactive measures to mitigate them. By considering the broader impact of the system, developers can foster awareness of its potential effects and make informed decisions.

---

3.3.1.2 Collect and Process Data

In this section, we will explore the crucial stage of collecting and processing data for AI development. Data forms the foundation of AI systems, and its quality and handling significantly impact the outcomes and implications of the technology. During this stage, players such as Data scientists, data/model/system engineers etc., must carefully consider the principles and strategies to ensure responsible and ethical data practices by seeking diverse datasets representing different perspectives, demographics, and societal contexts. Adhering to these principles and employing the suggested strategies can enhance the reliability, fairness, and privacy of the data used in AI systems.

- **Data Quality and Diversity:** In the data collection phase, prioritising data quality and diversity is crucial for building reliable and unbiased AI models. It is crucial to evaluate the data sources to ensure they are diverse and representative of the population or domain of interest. Demographic, geographic, and socioeconomic diversity should be considered to minimise biases and comprehensively understand the target problem. To improve data quality, AI developers should undertake data cleaning and pre-processing techniques, such as removing outliers and handling missing values. This would help to improve data quality and ensure that the subsequent analysis and modelling are based on reliable and accurate data. Additionally, techniques like data augmentation can increase data diversity and enhance the generalisability of AI models, ensuring they perform well across various scenarios. Besides, the data quality must also be determined by analysing if the dataset has historical biases which reinforce stereotypes.

   It is also essential to have a mechanism to crosscheck and evaluate the data’s integrity and cleanliness, as state and non-state actors would use this for real-life interventions. For instance, mechanising periodic audits for both data collection methods and data could help to cross-check. Besides, comparing the data with an alternative database can also help determine gaps and mistakes in data points within the coordinated dataset.

- **Fairness and Non-Discrimination:** To operationalise this, AI developers should implement strategies that ensure fairness throughout the data collection and processing stages. This includes carefully selecting diverse and representative datasets, debias sampling, conducting bias assessments on the data, identifying potential sources of bias, and taking appropriate measures to mitigate them. Developers should also evaluate the performance of their AI systems across different demographic groups to identify and address any disparities or discriminatory outcomes. Regular monitoring and evaluation of the data collection and processing procedure are crucial to ensure ongoing fairness and non-discrimination in AI systems.

- **Data Provenance Transparency:** Operationalising the principle of data provenance transparency involves ensuring clear visibility and traceability of the origin, history, and handling of the data used in AI systems. AI developers should implement practices that promote transparency and accountability in data collection and processing to achieve this. This includes documenting a trail of how the data was prepared for use in AI models. Metadata about the data, such as its quality, completeness, and any limitations, should be documented to provide insights into the reliability and suitability of the data for the intended AI application. By tracking data lineage at a high resolution, technologists gain insights into how data is processed, enabling a better understanding and control of AI system behaviour.

- **Data Security:** AI Developers should establish data security measures to safeguard collected data.
data provenance in the field of AI. By leveraging blockchain, the tamper-proof nature of data provenance can be effectively certified.

Besides, derived data metadata should be viewed as high-risk data as this may cause a feedback loop and compound the harm. For instance, as we move forward, the internet may get filled with data created by generative AI, where generative AI learns from its content, causing a closed loop and a lack of creativity. Therefore, this creates an infinite regression where the homogenisation of content may occur.

- **Transparency and Explainability**: To operationalise the principle of transparency and explainability at the stage of collecting and processing data in the AI lifecycle, it is important to ensure that the processes and methodologies used to collect and process data are clear, understandable, and well-documented. AI Developers should document the data collection methods, such as the sources, sampling techniques, any potential biases or limitations associated with the data, and data processing techniques, including data cleaning, filtering, and feature selection processes. Furthermore, developers should offer explanations of the decision-making processes and the factors influencing the outcomes, thereby enhancing the understandability of the AI system.

Further, in the cases wherein AI systems are used by government bodies to perform functions which have a direct impact on the life, liberty and freedoms of their citizens, such as prediction of the rate of criminal recidivism, prediction of tax fraud etc., we recommend that the AI systems developed for this use are focused on creating an intrinsically explainable model, instead of a black-box AI model which is later explained through explainable AI (XAI) techniques. This is especially crucial since government functions and decisions not only owe a degree of transparency to the citizens, but the doctrine of the principle of natural justice requires all administrative actions to have a duty to provide a reasonable explanation to the persons who are subjected to such administrative decisions. Therefore, without an inherent level of explainability regarding the inner workings of an AI system, it is difficult to rely on the computation of AI systems when carrying out administrative or judicial functions.

- **Governance**: At this stage, operationalising the principle of governance would involve establishing robust policies, frameworks, and processes to ensure responsible and ethical handling of data. AI Developers should adhere to relevant laws, regulations, and industry standards governing data privacy, security, and consent. Developers should document and communicate their data governance practices to stakeholders, including data subjects, regulators, and auditors. They should provide clear information about the purpose of data collection, the types of data being collected, and the rights and choices available to data subjects.

- **Data Veracity**: AI Developers should assess the quality of the collected data by evaluating its completeness, consistency, relevance, and accuracy. This may involve data profiling, data cleansing, and data normalisation techniques to identify and correct errors, outliers, and inconsistencies. In addition, to evaluate the credibility and reliability of the data sources, AI developers should consider factors such as the data provider’s reputation, the methodology used for data collection, and any potential biases or limitations associated with the data source.
• **Data Security:** AI Developers should establish data security measures to safeguard collected data against unauthorised access, breaches, and misuse. This involves implementing appropriate access controls, encryption techniques, and secure storage systems to safeguard the data from unauthorised access, data breaches, or tampering. Developers should use secure communication channels when transferring or sharing data with third parties and establish data-sharing agreements that outline all parties' security requirements and responsibilities. This helps ensure that data is protected during transit and that data recipients adhere to the same security standards. Further, conducting regular security audits and vulnerability assessments to identify and address any potential security weaknesses or vulnerabilities in the data collection and processing systems is crucial. This helps in proactively identifying and mitigating security risks.

• **Data Protection Principles:** AI developers follow principles starting from the stage of data collection to data expunction. They should collect only the necessary data and minimise collecting sensitive or personally identifiable information (PII) whenever possible (Data Minimisation). By reducing the amount of sensitive data collected, developers can lower the potential risks of storing and processing such information. AI Developers should also adhere to applicable privacy regulations and ensure that appropriate privacy protections are in place. The information on the processing mechanism of the data must be simple and documented. The data protection impact assessment and other audit reports must be made public.

In addition, AI developers should establish guidelines for data retention and disposal to ensure that data is retained only for as long as necessary and securely disposed of when no longer needed. This includes implementing secure data deletion techniques to prevent data recovery.

• **IP Protection:** At this stage, it is essential to identify any intellectual property (IP) assets involved in the data collection and processing process, such as proprietary algorithms, datasets, or trade secrets. This helps implement appropriate measures to protect these assets, including applying copyrights, trademarks, patents, or trade secret protection mechanisms. Using non-disclosure agreements (NDAs) when collaborating with external parties, such as data providers or third-party vendors, is crucial to ensure the confidentiality and protection of sensitive or proprietary information shared during the data collection. NDAs help outline the terms and conditions for handling and sharing confidential information and help safeguard intellectual property rights.

### 3.3.1.3. Build and Use Model

In this stage, AI developers (i.e., players like Modelers, Model Engineers, Data scientists, data/model/system engineers, domain experts, etc.) face the crucial task of carefully selecting suitable algorithms, building the model architecture, and establishing the specific techniques and methodologies to be employed. This stage is pivotal in achieving essential attributes such as robustness, explainability, fairness, generalisation, and privacy protection in the AI model's design. The thoughtful consideration of these factors ensures that the algorithm is effective, trustworthy, and aligned with responsible AI principles.

• **Future-proofing:** Operationalising this principle will require AI developers to design systems with scalability and flexibility in mind. This allows for easier integration of new features, algorithms, and data sources as they become available. In addition, AI developers should incorporate mechanisms for continuous learning and adaptation into the AI system. This includes updating models and algorithms based on new data and feedback, enabling the system to improve over time and adapt to changing environments and user needs. Further, staying informed about emerging industry standards, best practices, and regulations related to AI is crucial. This helps ensure that the AI system is designed to be compatible with these standards to avoid future compliance issues or the need for major system modifications. Besides, it is also important to be aware of the limitation of using current data about the world to understand the world in future such that we can appropriately mitigate the error.
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in the AI system’s development to identify any instances of unfairness or discrimination. To operationalise the same, bias mitigation techniques are employed. These techniques can be categorised into two primary approaches: debias sampling and debias annotation.

Debias sampling involves the identification and selection, or annotation, of data points in a manner that mitigates bias. However, it is important to note that merely having a dataset that reflects the user population does not guarantee fairness. Statistical methods and metrics may still favour majority groups, so it becomes necessary to consider task difficulty. For instance, tasks like recognising speech in less-spoken accents can inherently be more challenging due to data scarcity. Therefore, system developers must consider task difficulty when constructing and evaluating fair AI systems. Debias annotation involves choosing the appropriate annotators, particularly when dealing with underrepresented data. For instance, selecting experts who know rarely heard accents is essential when annotating speech recognition data. This ensures that human bias is minimised and prevents the introduction of biased annotations. Careful consideration should be given to selecting experts who can provide accurate and unbiased annotations, especially when dealing with data from underrepresented groups. Besides, it has to be on the conscience of AI developers that the model to be developed doesn’t elevate or create discrimination or positive and negative externalities.

AI Users:

AI users to interact with the system, inquire about its decision-making process, and access relevant

judgments about the system's outputs.

Privacy:
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The importance of alignment can be seen in the fact that major AI developers are currently allocating considerable resources to ensure that their AI services provide outputs that are safe and aligned with human values. Alignment takes centre stage for Artificial generalised Intelligence (AGIs) as the impact population is projected to and even in the present relies upon the accuracy of outputs received from AI services. Since the reliance on AI services is likely to increase with time, alignment of AI models must be given adequate attention and importance from the initial stages as alignment in the status quo is a tedious process requiring considerable human and compute resources as is evidenced by the longstanding ethical study conducted by the self-driving industry and other ancillary industries addressing AI alignment.

• **Model Alignment:** Alignment refers to the practice of fine-tuning AI models to align with human intent and human values. Models that work in line with the human intention are deemed to be aligned. The practice involves training AI models on human feedback under a reinforcement learning model to align the AI model's outputs to human values and not merely to the best computable answer. AI Alignment also empowers users to a) correct the models when they commit mistakes, b) ensure that they align with human values even when they progress beyond human intellectual limitations, and c) enable capacity to be fine-tuned over time as human values aren’t permanent. The importance of alignment can be seen in the fact that major AI developers are currently allocating considerable resources to ensure that their AI services provide outputs that are safe and aligned with human values. Alignment takes centre stage for Artificial generalised Intelligence (AGIs) as the impact population is projected to and even in the present relies upon the accuracy of outputs received from AI services. Since the reliance on AI services is likely to increase with time, alignment of AI models must be given adequate attention and importance from the initial stages as alignment in the status quo is a tedious process requiring considerable human and compute resources as is evidenced by the longstanding ethical study conducted by the self-driving industry and other ancillary industries addressing AI alignment.

• **Fairness and Non-Discrimination:** In this stage, it is important to continuously monitor and evaluate the AI system's development to identify any instances of unfairness or discrimination. To operationalise the same, bias mitigation techniques are employed. These techniques can be categorised into two primary approaches: debias sampling and debias annotation.

Debias sampling involves the identification and selection, or annotation, of data points in a manner that mitigates bias. However, it is important to note that merely having a dataset that reflects the user population does not guarantee fairness. Statistical methods and metrics may still favour majority groups, so it becomes necessary to consider task difficulty. For instance, tasks like recognising speech in less-spoken accents can inherently be more challenging due to data scarcity. Therefore, system developers must consider task difficulty when constructing and evaluating fair AI systems. Debias annotation involves choosing the appropriate annotators, particularly when dealing with underrepresented data. For instance, selecting experts who know rarely heard accents is essential when annotating speech recognition data. This ensures that human bias is minimised and prevents the introduction of biased annotations. Careful consideration should be given to selecting experts who can provide accurate and unbiased annotations, especially when dealing with data from underrepresented groups. Besides, it has to be on the conscience of AI developers that the model to be developed doesn’t elevate or create discrimination or positive and negative externalities.

• **Explainability:** It is difficult to achieve transparency in the context of AI systems because ML models encode correlations between input and output that are learned and not that of what developers have specified, which makes these systems highly opaque by default. Therefore, while it is tough to bring transparency to the statistical and algorithmic portions of the AI systems, instead, AI developers could bring transparency to the development process, datasets, and other connections around the model through the documentation process. Technologists should continuously improve these processes by implementing interpretability techniques and methods. This can involve using model-agnostic approaches like LIME (Local Interpretable Model-agnostic Explanations) or SHAP (Shapley Additive Explanations) to provide insights into the decision-making process. While LIME or SHAP would bring
mathematical explainability, it is also crucial to present information clearly and understandably, allowing AI users to interact with the system, inquire about its decision-making process, and access relevant explanations. User-friendly interfaces facilitate transparency and empower users to make informed judgments about the system's outputs.

Further, providing clear information about the AI system's capabilities, limitations, and intended use is pertinent. This helps ensure that stakeholders understand the purpose and objectives of the system and provides them with channels for feedback, complaints, and redress. Regular reporting and communication on system performance and outcomes are essential for transparency and explainability.

Another practical approach to achieve explainability is by integrating an explanation task into the AI model. This method is commonly utilised in tasks such as Natural Language Processing (NLP) based reading comprehension, where supporting sentences are generated to provide a clear rationale. To ensure effective training for the explanation task, it is advantageous to gather explanations or supplementary information that may not be directly tied to the primary task. These explanations can be obtained through direct input from annotators or through automated techniques. By collecting and incorporating such explanatory data, the interpretability of the AI system can be enhanced.

• **Governance:** At this stage, it is essential to create internal governance structures to oversee the development and use of AI systems. This may include establishing an AI ethics committee or a dedicated team responsible for monitoring and enforcing compliance with governance policies. These structures can ensure accountability, provide guidance, and facilitate decision-making processes. Further, implementing robust data governance practices is essential to protect user privacy and ensure compliance with data protection regulations.

• **Privacy by Design:** The principle of Privacy-by-Design can be operationalised by integrating privacy considerations into the build and use state of the AI system. This involves adopting a privacy-centric mindset and placing privacy as a core requirement rather than an afterthought. This includes techniques such as data anonymisation, and differential privacy (without causing unintended consequences of underrepresentation), which involves removing or encrypting personally identifiable information (PII) from the data to protect individuals' identities. Further, enabling individuals to exercise their privacy rights effectively is also essential. This includes providing mechanisms for individuals to access, rectify, delete, or restrict the processing of their personal data. Implement processes to respond to privacy-related requests and inquiries promptly and transparently. Privacy protection measures, such as data access controls and secure data storage, should also be implemented to safeguard sensitive information and uphold user privacy rights. Further, industry-standard security practices should be adopted to prevent unauthorised access, data breaches, and other privacy-related incidents.

Besides, AI developers could also plug Privacy-Enhancing Technologies to enhance privacy quotient. Where on the supply side, PETs aid businesses in adhering to some of the fundamental principles of data protection like data minimisation, proactive data protection, end-to-end security and privacy-by-design, and in turn, aid in compliance. On the demand side, PETs are placed in a unique position where their consumer-facing solutions aid individuals in securing their data from privacy harm like financial loss, discriminatory treatment, exclusion, restrictions on free speech, and enhance user agency. Together, supply-side and demand-side PETs together can aid AI developers in fixing the
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user agency. Together, supply-side and demand-side PETs together can aid AI developers in fixing the privacy void at different data lifecycle stages.

- **Human-AI:** To operationalise this principle, AI developers need to develop AI systems with a user-centric approach, considering the needs, preferences, and limitations of human users. This can be achieved by involving users in the design process through user research, feedback sessions, and usability testing. In addition, it is essential to design AI systems with appropriate levels of human oversight. This can be achieved through mechanisms such as a human-in-the-loop (HITL), human-on-the-loop (HOTL), or human-in-command (HIC) approach. The choice of the appropriate mechanism depends on the specific application and the level of human intervention required. For example, in the HITL approach, humans can intervene in every decision cycle of the system. However, human intervention at such a granular level may not always be practical or desirable. However, incorporating some of the key features would make human interaction with AI easier and reduce unintended consequences. For instance, a simple addition of a feature, such as a citation for the information generated by the AI, could take us a long way in protecting copyrights. Besides, to operationalise the principle of human-AI, we must be aware of the contextuality of the data, AI use and human behaviours, which differ based on the context and environment.

- **Safety:** To operationalise this principle, AI developers must perform rigorous testing and validation of the AI system to ensure its safety and reliability. AI systems need to be tested under various scenarios and conditions to identify and address any potential safety issues. Real-world data and simulations can be used to evaluate the system’s performance and identify potential vulnerabilities. In addition, safety measures and safeguards need to be implemented, including building redundancy, fail-safe mechanisms, and error-handling capabilities. The system needs to be designed to minimise the likelihood of accidents, malfunctions, or harmful behaviours. Further, AI developers need to establish a robust incident response plan to address any safety incidents or failures promptly and define procedures for reporting, investigating, and resolving safety-related issues. Contingency plans to recover from any potential disruptions caused by safety incidents should also be developed.

- **IP Protection:** Staying updated with relevant intellectual property laws, regulations, and best practices is important to ensure compliance. This includes understanding the legal requirements for protecting intellectual property rights, respecting copyright and trademark laws, and adhering to licensing agreements when using third-party data or Intellectual property for modelling AI solutions.

---


3.3.1.4. Verification and Validation

In the verification and validation stage, developers and technologists (Data Scientists, experts etc.) delve deeper into ensuring the responsible and safe operation of AI systems before deployment. Building upon the principles outlined, this stage requires a meticulous focus on comprehending the potential consequences of AI systems and implementing effective risk mitigation measures. By overlaying the deployment context and making informed choices, developers can establish a robust foundation for successfully integrating AI systems while addressing potential risks and ethical concerns.

- **Human-in-the-loop**: Operationalising the principle of human-in-the-loop involves incorporating human involvement and oversight into the system’s testing and evaluation processes. This can be achieved by including human reviewers who access the decisions made by the AI system and provide feedback and correction where needed. These reviewers can be domain experts or individuals with relevant knowledge or expertise. They ensure that the system’s outputs align with desired outcomes and ethical considerations. Further, it is essential to establish clear criteria for human intervention or override in certain circumstances. This ensures that human judgement can be applied when the AI system’s outputs are uncertain, questionable, or have significant implications.

- **Impact Assessment**: The principle of impact assessment involves evaluating the potential effects and consequences of the AI system on various stakeholders and the broader environment. This assessment aims to understand and mitigate any negative impacts and maximise the positive outcomes of the system. To operationalise this, several steps can be taken. Firstly, it is important to identify the key stakeholders who may be affected by the AI system, such as end-users, employees, communities, and society at large. Next, AI developers should define appropriate metrics and indicators to measure the impact of the AI system. These metrics can include aspects such as fairness, privacy, safety, economic implications, and societal well-being. Then the AI developers should conduct thorough testing and evaluation to assess the system’s performance against the identified impact criteria. This includes analysing the system’s outputs, potential biases, unintended consequences, and any risks associated with its deployment. The feedback derived can help identify any biases, errors or limitations in the system’s performance and inform improvement. Both quantitative and qualitative methods can be employed to collect data and evidence for impact assessment.

- **Reliability and Safety**: To operationalise reliability, AI developers should conduct comprehensive testing to verify that the AI system consistently produces reliable and consistent results. This includes testing the system’s performance across different scenarios, inputs, and datasets to assess its robustness and reliability. Rigorous testing methodologies, such as unit testing, integration testing, and stress testing, can help uncover any potential issues or vulnerabilities. On the other hand, safety considerations involve identifying and addressing risks associated with the AI system’s operation. This includes analysing potential safety hazards, such as unintended consequences, biased decision-making, or negative impacts on users. Developers should conduct risk assessments and employ techniques like fault tolerance, fail-safe mechanisms, and continuous monitoring to minimise risks and ensure the system’s safe operation. Further, AI developers should establish clear
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benchmarks and criteria for evaluating reliability and safety. This may involve setting performance thresholds, defining acceptable error rates, and establishing safety protocols.

- **Transparency and Explainability:** At this stage of the AI lifecycle, transparency and explainability can be achieved through proper documentation of the various steps involved in the verification and validation process. This includes documenting the data used for testing, selecting and evaluating the performance metrics, the methodologies and techniques employed, and the results obtained. By documenting these details, developers provide insights into how the AI system was tested and validated, making it easier for others to understand and assess its reliability. In addition to documenting the technical aspects, it is also essential to document any ethical considerations, limitations, and assumptions made during the verification and validation process. This provides transparency regarding the ethical framework within which the AI system operates and helps stakeholders understand the system's limitations and potential biases. Furthermore, documentation should include any insights gained from the verification and validation process. This can involve recording observations, key findings, and lessons learned during the testing and evaluation. By sharing these insights, developers contribute to the collective knowledge in the field and facilitate continuous improvement and learning.

- **Governance:** At this stage, AI developers must establish clear governance policies that outline the principles, objectives, and guidelines for verification and validation. These policies should align with ethical standards, legal requirements, and industry best practices. Further, they should develop standardised processes and methodologies for verification and validation to ensure consistency and reliability. These processes should include data collection, preprocessing, model evaluation, and testing guidelines. By following standardised procedures, developers can ensure that the AI system undergoes thorough and reliable verification and validation.

- **Accuracy:** To operationalise this principle, AI developers need to ensure the collection of high-quality and representative data that is relevant to the AI system's intended use. This includes careful designing of data collection processes to minimise biases and errors. Factors such as data source diversity, sample size, and data labelling techniques should be considered to enhance the accuracy of the testing dataset. Based on the feedback received, rigorous data preprocessing techniques should be applied to clean and normalise the data. This includes removing outliers, handling missing values, addressing the class imbalance, and reducing noise. Proper preprocessing helps improve the quality and accuracy of the data, directly impacting the accuracy of the AI system. Further, cross-validation techniques should be employed to assess the model's generalizability. This involves splitting the data into multiple subsets and testing the model on different combinations of these subsets. Evaluating the model's performance on each subset and analysing accuracy, precision, and recall metrics. This approach helps to measure and improve the overall accuracy of the AI system.

- **Awareness:** Similar to the awareness principle discussed in the plan & design section, when AI technology is tested, it is essential to ensure that (a) unintended consequences are tested, (b) trade-offs are confronted, (b) both positive and negative externalities where the ideated AI solution makes a third party benefit or lose is weeded out.

### 3.3.1.5. Deployment and Operationalisation

The deployment and operationalisation stage is crucial in operationalising AI principles. It entails deploying AI systems onto real products and their interaction with the environment and users. This stage focuses on fine-tuning the AI system to ensure its effectiveness and reliability in real-world scenarios. In this stage, AI Developers and technologists (Developers, System Engineers, Procurement experts etc.) work towards refining the system's performance, addressing any issues that arise, and optimising it for seamless integration into existing processes. The goal is to ensure that the AI system functions effectively and delivers the intended outcomes in real-world applications.

- **Human-in-the-loop:** To operationalise this principle, AI systems should aim to involve human input in
in the verification and validation stage in the AI lifecycle, developers and technologists (Data Scientists, experts) testing to verify that the AI system consistently produces reliable and consistent results. This includes the principle of impact assessment, which involves evaluating the potential effects and considerations. Further, it is essential to establish clear criteria for human intervention or override in involvement and oversight into the system’s testing and evaluation processes. This can be achieved by employing techniques like fault tolerance, fail-safe mechanisms, and continuous monitoring to outcomes in real-world applications.

To operationalise this principle, AI systems should aim to involve human input in fine-tuning the AI system to ensure its effectiveness and reliability in real-world scenarios. In this stage, AI developers need to ensure the collection of high-quality testing guidelines. By following standardised procedures, developers can ensure that the AI system contributes to the collective knowledge in the field and facilitates continuous improvement and learning. These policies should align with findings, and lessons learned during the testing and evaluation. By sharing these insights, developers gained from the verification and validation process. This can involve recording observations, key assumptions made during the verification and validation process. This provides transparency regarding performance metrics, the methodologies and techniques employed, and the results obtained. By

- **Impact Assessment:** Conducting a comprehensive analysis of the potential positive and negative impacts of the AI system across different dimensions is critical at this stage. This analysis should consider both immediate and long-term effects, as well as potential indirect consequences. Further, AI developers should establish mechanisms for ongoing monitoring and evaluation of the AI system’s impact throughout its operational lifecycle. This allows for the identification of emerging issues, the assessment of the effectiveness of mitigation measures, and the adaptation of strategies as needed.

- **Reliability and Safety:** AI developers should implement and adopt error handling mechanisms and fail-safe measures to handle unexpected situations or errors during operation. One approach is incorporating redundancy, where critical components or functions are duplicated to ensure backup functionality in case of failure. Redundancy can be implemented at the hardware or software level, allowing the system to continue functioning even if one component fails. Another approach is through fallback mechanisms that provide an alternative course of action when the primary system encounters errors, offering a safe option. For instance, a fallback mechanism could switch to a safer mode or prompt the human driver to take control in autonomous driving. Further, error correction techniques play a role in rectifying errors or inaccuracies in the system’s outputs, improving accuracy. By analysing user feedback or using machine learning algorithms, error correction techniques help the system learn from mistakes and make necessary adjustments. Besides, at the ex-ante level, AI developers could consider practices such as red teaming where AI solutions are subjected to systematic adversarial attacks to identify the potential harms to constitute mitigation strategies accordingly.

- **Transparency and Explainability:** At this stage, AI developers can implement techniques enabling the system to explain its outputs. This can be done through methods such as generating textual or visual explanations highlighting the factors or features the AI system considers in reaching a decision. These explanations can help users and stakeholders understand the reasoning behind the system’s outputs, increasing transparency and fostering trust. Furthermore, AI developers can consider incorporating model interpretability techniques that make the internal workings of the AI system more understandable. Techniques such as feature importance analysis, attention mechanisms, or rule extraction methods can provide insights into which features or factors contribute most significantly to the system’s decisions.

- **Governance:** At the deployment and operationalisation stage, developers should identify and assign specific roles and responsibilities to individuals or teams responsible for tasks such as system configuration, monitoring, maintenance, and performance evaluation. This helps create a clear structure and ensures everyone understands their responsibilities and is accountable for their assigned tasks. Defining roles and responsibilities includes clarifying each individual or team’s authority and decision-making powers. This helps establish a hierarchy and ensures that the appropriate individuals or teams make decisions about the AI system’s deployment and operation with the necessary expertise and knowledge. In addition to assigning roles and responsibilities, it is essential to establish clear lines of accountability. This means that individuals or teams should be accountable for the outcomes and consequences of the AI system’s deployment and operation. They should be aware of the potential risks and ethical considerations associated with the system and take responsibility for addressing any issues that may arise.

---

systems onto real products and their interaction with the environment and users. This stage focuses on the deployment and operationalisation stage is crucial in operationalising AI principles. It entails deploying AI solutions and ensuring they work as intended. This involves monitoring, evaluating, and making necessary adjustments to the deployed systems to ensure they perform as expected. Besides, at the ex-ante level, AI developers could proactively design systems to anticipate and mitigate potential errors. Further, error correction techniques can be implemented at the ex-post level to address any mistakes and make necessary adjustments. Redundancy can be implemented at the hardware or software level to ensure system reliability, considering both immediate and long-term effects, as well as potential indirect consequences. Further, AI developers should design AI systems with transparency and explainability in mind, so users can understand the system's performance and identify any deviations or issues. Monitoring can include tracking key performance indicators, conducting regular audits, and leveraging user feedback to assess the system's effectiveness and identify areas for improvement. This ongoing evaluation ensures that developers remain aware of the system's performance and can take timely actions when necessary.

Besides, it is important for AI developers to constitute an adequate internal policy which keeps the process of testing the deployment aware of the individual's concerns. Besides, the AI developers may constitute a user guide based on the interference collected from this stage such that the AI deployers are informed and aware of the issues (which technically emerged during testing) while deploying the AI technology in real-world scenarios.

3.3.2. AI Deployers

AI deployers refer to individuals, organisations, or entities that utilise artificial intelligence solutions or systems in their operational processes. These users are the recipients or consumers of AI technology and leverage its capabilities to perform various tasks, make informed decisions, deliver services, or enhance their operations. AI deployers can span across different industries and sectors, such as healthcare, education, finance, manufacturing, law enforcement, and more. They interact with AI systems, either directly or indirectly, to leverage the outputs, insights, or recommendations generated by AI algorithms and models. AI deployers play a critical role in effectively implementing and utilising AI solutions, driving innovation, efficiency, and data-driven decision-making within their respective domains.

3.3.2.1. Actual Operationalisation

After the AI developers have operationalised and made the AI solutions available, AI deployers procure these solutions (if both are not the same entity). Once procured, AI deployers integrate the AI solutions into their operational processes, leveraging the outputs generated by the AI system for decision-making, service delivery, and other critical functions. The active participation of AI deployers in the AI lifecycle is integral to the successful integration and utilisation of AI solutions. By embracing responsible AI practices and operationalising the principles outlined in the AI lifecycle (refer to Figure 4), AI deployers can harness the full potential of AI technology to drive positive outcomes in their respective domains.

- **Human-in-the-loop:** To implement the human-in-the-loop principle at the actual operationalisation stage, AI deployers can review and validate the AI system's outputs before taking action, considering the expertise and judgment of humans in critical situations. They can also assess the context and circumstances surrounding the AI system's recommendations, incorporating ethical, legal, and social considerations. Human judgment can help ensure that the AI system's outputs align with the organisation's or user's desired goals and values. In addition, AI deployers should incorporate mechanisms that allow human operators to override or modify AI decisions when necessary, based on their expertise. This allows users to intervene in situations where they believe the AI system's outputs are inappropriate or require adjustment based on their expertise or domain knowledge. Further, AI
deployers should continuously monitor the performance and behaviour of the AI system during its operational use. This includes tracking the accuracy, reliability, and fairness of the system’s outputs and detecting any potential biases or errors. Human monitoring and intervention can help identify and rectify issues that may arise during the AI system’s actual operationalisation.

**Impact Assessment:** To operationalise this principle, AI deployers should establish metrics or indicators to assess the impact of the AI system on various aspects, such as efficiency, productivity, cost-effectiveness, user satisfaction, and societal impact. These metrics should align with the organisation’s or user’s goals and objectives. Next, AI deployers should collect relevant data to accurately measure the AI system’s impact. This may involve gathering data on key performance indicators, user feedback, system performance, and any unintended consequences or side effects resulting from the AI system’s use. Further, AI deployers should analyse the collected data and evaluate the impact of the AI system. This analysis may involve comparing the system’s performance against predefined benchmarks or evaluating its effectiveness in achieving the desired outcomes. It should also include an assessment of any ethical, legal, or social implications arising from the AI system’s deployment. Based on the impact assessment findings, AI deployers should identify areas for improvement and take necessary actions to enhance the positive impacts and mitigate any negative effects.

**Accessibility:** AI deployers should perform accessibility audits on the AI system to identify any barriers or challenges marginalised users face within the impact population. By actively involving marginalised users in the operationalisation process and seeking their input, AI deployers can gain insights into their specific accessibility needs and challenges. This can involve reviewing the system’s user interface, interactions, and content to ensure they are accessible. This engagement can help inform the design and implementation of accessibility features that cater to a diverse user base. Further, AI deployers should offer comprehensive training and support to users, focusing on accessibility features and best practices. This can include providing documentation, tutorials, and resources that guide users in utilising accessibility features effectively.

**Transparency and Explainability:** AI deployers should prioritise using AI systems that provide transparency and explainability. This involves selecting systems that clearly explain their decision-making processes, allowing users to understand how and why certain decisions are made. Further, AI deployers should establish mechanisms to audit the AI system’s performance and ensure accountability. This can involve regularly evaluating the system’s outcomes, monitoring for biases or errors, and addressing any issues that arise. Checklists and quantitative testing are widely used approaches for evaluating fairness, transparency, and reproducibility. In addition to this, in the event of harmful or unintended consequences of the AI system, AI deployers should take appropriate remedial actions and provide redress to affected individuals or groups. This may involve updating the system, compensating for damages, or addressing biases and discrimination promptly and responsibly.

**Governance:** Conducting periodic audits of the AI system is a crucial aspect of governance for AI deployers. Audits serve as a systematic and thorough evaluation of the AI system’s compliance with governance standards, legal requirements, and ethical guidelines. The audit aims to identify any gaps or deviations from established policies and procedures. It helps uncover potential risks, biases, errors, or ethical concerns that may arise from the AI system’s deployment and operation. Audits provide a comprehensive and objective assessment of the system’s performance, highlighting areas that require improvement or corrective actions. In addition to audits, maintaining an AI registry could enhance governance, as they would capture information in terms of data flows, data processing, risk developed etc., for auditors to understand the AI system better.
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• **Fairness and Non-Discrimination**: AI deployers should continuously monitor the performance of the AI system to identify any potential biases or discriminatory patterns in its outputs. This includes analysing the system's decisions and outcomes across different demographic groups to detect any disparities. If biases or discriminatory outcomes are identified, AI deployers should take corrective actions promptly. This may involve adjusting the system's algorithms, retraining with updated data, or implementing additional measures to mitigate biases. Further, AI deployers should establish feedback channels for users and stakeholders to report instances where they believe biases or discrimination affect the system's decisions. This feedback loop can provide valuable insights and help identify areas for improvement.

• **Human Autonomy**: To operationalise this principle, AI deployers should clearly define and establish the level of control they want to maintain over the AI system's decisions and actions. This includes identifying critical areas where human input and decision-making should be prioritised. In addition, AI deployers should establish boundaries for the AI system's decision-making authority. This involves identifying scenarios or contexts where human intervention or override capabilities are necessary to ensure the system's outputs align with desired outcomes and values.

• **Data Security**: AI deployers should assess the security practices and protocols of AI vendors before procuring or using their systems. This includes evaluating their data security measures, adherence to industry standards and best practices, and their track record in handling data security incidents. Further, AI deployers should regularly update and patch their AI systems to ensure they have the latest security fixes and protections against known vulnerabilities and security incidents. This includes staying informed about security updates the AI system vendors released and promptly applying them.

• **Data Protection Principles**: As there could be instances where AI deployers would be collecting data from the impact populations while operationalising AI solutions, it is important to follow some key data protection principles. The impact population must consent to the data collection and have adequate notice of how their data will be used and processed. There shall be a limit to the extent of data collection via fair and appropriate means, and the purpose of data collection must be specified at the data collection stage. The data collected must be used only for the stipulated purpose, nothing incompatible with the specified purpose. Besides, in case of a change in purpose, the individuals must be notified for fresh consent. Digital rights like the right to data correction etc., must be vested in the hands of the individuals. Moreover, consumer-facing privacy and data protection policies must be written in layman’s terms. Those documents must enhance the ease of exercising informed consent by making policy simple to understand.

• **Capacity**: AI deployers should invest in training and education programs to enhance their understanding of AI technologies and their potential applications. This can include attending workshops, webinars, or training sessions conducted by AI experts or industry professionals. Building knowledge and skills in AI can help users make informed decisions, build capacity and effectively utilise AI systems. Further, AI deployers should embrace a culture of continuous adaptation. This involves staying updated on the latest developments in AI, exploring emerging technologies, and being open to incorporating new knowledge and approaches into their practices. Regularly assessing and reassessing AI strategies and adjusting them based on lessons learned can help build capacity and improve the effectiveness of AI systems.

### 3.3.3 Impact Population

In the context of AI, the term “impact population” refers to the individuals or groups who are directly affected by the deployment and use of AI systems. The impact population includes the end-users, customers, or beneficiaries of AI applications, as well as any stakeholders who may be affected by the outcomes or consequences of the AI system. These individuals or groups may experience the direct impact of AI-generated decisions, services, or products.
3.3.3.1. Direct Usage

During the direct usage stage, the end-users, who are individuals or groups within the impact population, interact with the AI system daily. These end-users could be individuals like us, utilising the AI solution to perform tasks, make decisions, or access services that are facilitated or enhanced by AI technology.

- **Awareness:** To build awareness, impact populations should be cognizant of the privacy implications of AI systems. They should understand the types of data being collected, how it is stored and secured, and the potential risks associated with using and disclosing personal or sensitive information. Being informed about privacy considerations enables individuals to make conscious decisions about the data they share and the level of control they have over their personal information when interacting with AI systems. Moreover, impact populations should recognise the impact of AI technology on fairness and human rights. They should know how AI systems can perpetuate biases or discriminate against certain groups, potentially amplifying existing societal inequalities. Besides, the impact population must also be cognizant of the fact that (a) in many cases, the AI developer and AI deployers follow the caveat emptor principle, and (b) all the outcomes generated through AI are not true. However, to ensure such information and awareness appropriately reaches the impact population, assistance from the private sector (both AI developers and AI deployers) and the Public sector (utilising public resources adequately) is essential. Besides, the awareness activities must capture specific requirements regarding vulnerable groups using AI systems, like children, elderly, disabled persons, gender minorities (women, LGBTQ+) etc.

- **Upskilling:** AI technologies and trends constantly evolve. Impact populations should stay updated with the latest developments in AI through industry publications, research papers, conferences, and webinars. This continuous learning will enable them to keep pace with advancements and leverage new opportunities AI systems offer. Further, to upskill themselves and foster a collective understanding of AI systems, impact populations should actively engage in open discussions and dialogues while also seeking to educate themselves. This can be achieved through participation in community forums, attending public meetings, or utilising online platforms dedicated to AI discussions. By actively participating in these conversations, individuals can share their unique perspectives, voice their concerns, and highlight their personal experiences related to AI systems. Engaging in such discussions helps to create a space for exchanging knowledge and insights, facilitating a broader understanding of the societal impact of AI. Through these interactions, impact populations can contribute to developing a well-informed community that is cognizant of the opportunities and challenges posed by AI systems, enabling them to make more informed decisions and actively shape the future of AI technologies. However, to facilitate the same and to scale such upskilling activities, assistance from the private sector (both AI developers and AI deployers) and the Public sector (utilising public resources adequately) is essential.

- **Responsibility:** When using AI technology, impact populations handle their data cautiously and ensure that sensitive personal information is not indiscriminately shared with AI systems. By being mindful of the data they input, individuals can protect their privacy and mitigate potential risks associated with the misuse or unauthorised access of personal data.

Besides, it is important to combat the pre-existing beliefs; as a thumb rule, we as users should introspect whether the information we are about to share complies with our ideology. If it does, we have to take one step backwards and cross-check the integrity of the information by referencing multiple credible sources to cut the chain of misinformation. Even before applying the said thumb rule, we must be aware of our biases and ideologies. Confirmation bias (one of the cognitive biases) is inevitable, but confronting it helps us work our way through it. Besides, to make users aware of their biases, the pedagogical programs should conduct an implicit association test and also use the test results to customise the program accordingly.
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Implementation of Principle-based Multistakeholder Approach

Coordination of various factors like regulatory landscape, geopolitics etc., is essential for the seamless implementation of the principle-based multistakeholder approach. In this section, we will discuss the government's role in implementing the principle-based multistakeholder approach by establishing different forms of coordination. While there are various levels at which India could need coordination to adopt a principle-based data multistakeholder approach, in this chapter, we will discuss three essential levels, i.e., Domestic Coordination, International Coordination, and Public-Private Coordination.

4.1. Domestic Regulatory Coordination

The step-zero towards implementing the principle-based multistakeholder approach would require domestic stability in terms of regulations. The primary regulatory issue would be recognising this framework as a legitimate lens to establish responsible AI innovations in India. If the regulation and enforcement fall under the ambit of multiple regulators domestically, discussed in this section, recognition of this framework might not be uniform as some might recognise it while others refrain from it. In addition, the existence of different regulators/authorities will pave the way for multifarious interpretation/understanding of the framework, which gives birth to slightly different versions of the principle-based multi-stakeholder approach at the implementation level, causing confusion and conflict. Moreover, this conflict and differences at the implementation level will impact AI innovations, causing compliance uncertainty and regulatory arbitrage. Therefore, consistent recognition and implementation of a principle-based multi-stakeholder approach at domestic regulatory levels are crucial.

Laying down principle-based interventions that maps responsibilities and principles for various players within the AI ecosystem to support home-grown AI innovations is the way forward. However, concerns related to harmonising various existing/upcoming regulations and coordinating various ministries and sectoral regulators remain unaddressed. Though in the long term, it is ideal to have single consistent AI regulation for India as envisioned by the government in the short term, we would require high-level coordination amongst the regulators and policymakers to recognise and implement the principle-based multistakeholder approach. The regulatory coordination envisioned must happen at two levels, as discussed below.

- **Horizontal Regulation**: Various existing and upcoming digital laws and regulations (horizontal regulatory frameworks) apply to all applications of AI, agonistic to the sectors. For instance, the upcoming Digital Personal Data Protection Bill 2022 (DPDPB 2022), will apply to AI developers who develop and facilitate AI technologies. AI developers will collect and use massive amounts of data to train their algorithms to enhance the AI solution; therefore, they might be classified as data fiduciaries. This implies that AI developers may comply with the key principles of privacy and data protection like purpose limitation, data minimisation, consensual processing, contextual integrity etc., as enshrined in DPDPB 2022. Besides, as contoured during Digital India Act (DIA) consultation, the government is also considering having provisions within DIA which would define and regulate high-risk AI systems. Moreover, the recent government has also expressed that there will be a separate overarching AI

regulation for India. On the other hand, some of the other non-tech regulations like Intellectual Protection rights (IPR) protections in India under the Patents Act 1970, Trademarks Act 1999 and the Copyright Act 1957, The Competition (Amendment) Act, 2023, Consumer Protection Act, 2019, Consumer Protection (Direct Selling) Rules, 2021 etc. also applies to both AI developers and AI deployers.

While the path the government takes through various policy instruments, as discussed above, is different, the end objective of these instruments together could make the AI ecosystem safe and responsible. Therefore, as these upcoming laws and existing legislations separately handle various concerns with AI solutions, we believe more effort is needed to establish coordination between various policy instruments such that different building blocks work in tandem to tackle harm posed by the technologies. The first step towards it is to have a consensus on the definition of AI solutions such that it clarifies which policy instruments apply to them. Followed by that could harmonise the applicable policy instruments through (a) weeding out the overlapping and conflicting scopes and bringing them to congruence with a proposed principle-based multistakeholder approach while enforced in a coordinated way, (b) extending the non-tech laws to recognise the principle-based multistakeholder approach such that they extend to the AI innovations within the digital realm. A similar set of strategies was proposed in the Report of the Financial Sector Legislative Reforms Commission (FSLRC) to consolidate some of the provisions in financial regulation. For instance, while significant data fiduciaries under the upcoming DPDPB must appoint a privacy officer, how we align responsibilities between privacy officers and other internal officers who would be looking into other AI issues, including privacy, could be sorted through establishing coordination between different policy instruments.

- **Vertical Regulation:** In vertical regulation, notified use cases are regulated with sector-specific rules. An independent or established regulator regulates the nascent industry in such regulatory frameworks. The vertical regulatory frameworks and due diligence requirements for the financial, health, environmental sectors etc., would apply to sector-specific AI solutions. For instance, if AI-based fintech solutions engage in the activities of a payment aggregator, they would require authorisation from the Reserve Bank of India (RBI) and need to adhere to the technical and security-related recommendations suggested by the RBI. Similarly, certain fintech providers are directly regulated by RBI by licensing them as Non-Banking Financial Companies or Fintech (who may be an AI developer) indirectly regulated through regulated entities like banks, NBFCs etc. (who may be an AI deploy). In the insurance sector, if an AI solution aids in online aggregation where the impact population could compare and choose the appropriate insurance, such technologies could require operationalisation approval from the Insurance Regulatory Development Authority of India.

Therefore, while the proposed principle-based multistakeholder approach is sector agnostic, the sectoral regulators need to recognise this approach to tailor the principles for various stakeholders to fit the needs and requirements within the respective sector.
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4.2. International Regulatory Cooperation

While domestic regulatory coordination is crucial, there are also various other roadblocks to implementing the principle-based multistakeholder approach towards the AI ecosystem, which can't be solved exclusively at the domestic level. A concerted effort is needed between India and other jurisdictions beyond its borders to make AI innovations responsible and safe. In an increasingly interconnected world, international regulatory cooperation has emerged as a crucial pillar of regulatory policy. Various jurisdictions have also emphasised this in the context of AI governance, where they believe concerted international-level regulatory cooperation is the way forward.

Box 4 - Importance of International Cooperation

There are several reasons why international regulatory cooperation is essential. Firstly, it helps to minimise regulatory fragmentation and inconsistencies that can hinder international trade and investment. Regulatory approaches and requirements differ significantly across countries, creating business barriers and complexities and limiting market access. By fostering cooperation and convergence, regulatory systems can be harmonised, reducing unnecessary regulatory burdens and facilitating smoother cross-border activities.

Secondly, international regulatory cooperation enables the exchange of knowledge, expertise, and experiences among regulatory authorities. It allows regulators to learn from each other's successes and challenges, identify emerging trends and risks, and develop more informed and effective regulatory strategies. Through dialogue and collaboration, countries can leverage collective intelligence and resources to develop robust regulatory frameworks that address common concerns such as public health, environmental protection, consumer safety, and financial stability.

Thirdly, international regulatory cooperation promotes regulatory coherence and enhances policy effectiveness. By aligning regulatory approaches and promoting the adoption of best practices, it improves the overall quality of regulations and enhances their efficiency and effectiveness. This reduces duplication, streamlines processes, and facilitates compliance for businesses operating in multiple jurisdictions. It also helps to ensure that regulations are evidence-based, proportionate, and responsive to societal needs and challenges.

Furthermore, international regulatory cooperation contributes to building trust and confidence among nations. By fostering dialogue, transparency, and collaboration, it strengthens relationships between regulatory authorities, promotes understanding, and resolves potential conflicts or disputes cooperatively. This trust-building is crucial for maintaining a stable and predictable global regulatory environment and fostering international cooperation on broader policy objectives, such as sustainable development, innovation, and the protection of public interest.

4.2.1. Principles of International Cooperation

Some of the key principles to be considered by the domestic regulators and governments in enhancing international-level coordination and cooperation are:

---


• **Balanced Discretion:** While the principles allow for domestic-level discretion in implementation, this act has to be balanced where interpretation is not too different from the preamble of the principle-based multistakeholder approach, i.e., building consensus through balancing differences in national constraints and practices while respecting international principles of Artificial Intelligence. Besides, the exemption must be less discretionary. Concertedly, countries must lay down fair procedures and scenarios for exemptions.

• **Trinity Thumb Rule:** While jurisdictions have various economic and national interests to cater to, countries must strive to follow the Trinity Thumb Rule, i.e., safety, cooperation and growth as part of any actions taken related to AI. These three elements also form the backbone of the principle-based multistakeholder approach. Besides, countries must strive for a positive-sum game and not compromise on one element to achieve the other.

• **Collaborative Formulation:** Governments must actively engage with the private sector businesses and other policy actors while implementing the principle-based multistakeholder approach such that the operationalisation is smooth. Also, jurisdictions should work in tandem with businesses while defining vertical regulations, i.e., sector-specific rules.

• **Recognition of Distributed Accountability Principle:** The government and concerned regulators must acknowledge that different stakeholders in the AI lifecycle have varying responsibilities and liabilities based on the impact and harm they could inflate.

### 4.2.2. Means to Enable International Cooperation

There are various existing multilateral (both binding and non-binding)/multistakeholder arrangements that India could utilise to introduce a principle-based multistakeholder approach. The arrangements discussed in this section include agreements, strategies, and declarations to which India is currently a signatory, as well as arrangements to which India could potentially consider being a signatory in future for establishing responsible AI innovations.

• **Global Partnership on Artificial Intelligence Summit:** As a chair of the 2023 Global Partnership on Artificial Intelligence Summit, India hints towards initiating a conversation on creating a well-thought-through regulatory environment for AI. Therefore, the principle-based multistakeholder approach could contribute to this effort by initiating a rich multistakeholder and multilateral discussion involving various players beyond AI developers like AI deployers and impact population.

AI regulations are approached differently by India and other countries to cater to their respective domestic concerns and needs. However, our research on the cross-jurisdictional analysis of AI regulations and multilateral frameworks shows that there is potentially a principle-level congruence. We believe this similarity at the principle level could act as a means to initiate a conversation at GPAI to enable a principle-based multistakeholder approach for AI regulation through consensus building.

• **QUAD:** The QUAD members have expressed interest in terms of strengthening cooperation on the responsible development of AI and deploying this technology to transform the economy. However, it has been reported that they face challenges in approaching governance of technological progress and geopolitics. Therefore, leveraging this opportunity, India must introduce a principle-based multistakeholder approach with QUAD nations to enable responsible AI technological development.

---


UNESCO’s Global Agreement on the Ethics of Artificial Intelligence: About 193 member countries of UNESCO, including India, adopted this agreement to define shared values and principles for enabling the responsible development of AI innovations.\(^{166}\) The principles and values defined in the agreement, like fairness, diversity, inclusivity etc., are similar to that of the proposed principle-based multistakeholder approach. Therefore, through the means of this agreement, India, in collaboration with UNESCO, could consider introducing the approach as the way forward in terms of implementing the principles meaningfully.

OECD Development Centre: As India had joined the OECD Development Centre,\(^{167}\) this could be an appropriately open and credible communication channel with the developing world on the principle-based multistakeholder approach for AI regulations as the centre acts as a forum for policy dialogue and comparative research into the emerging issue. In addition, India as a country sets precedence and benchmark for other global south countries, especially south Asian countries, in terms of policy directions; striking a dialogue at the OECD development centre on a principle-based multistakeholder approach for AI regulations is an ideal way forward.

4.3. Establishing Public-Private Collaboration

Implementing the AI regulations is a fresh start for regulators and domestic industries in many jurisdictions, especially in the global south. The range of AI innovations to be tackled will be immensely vast, starting from big tech to MSMEs to government agencies. While a one-size-fits-all approach towards AI regulation might bring in compliance (at a cost) among the horizontally (AI general) and vertically (AI narrow) diverse range of AI developers and AI deployers, it might not bring cooperation. Therefore, governments must operationalise various market mechanisms to build a healthy relationship and cooperation with AI developers and AI deployers with a limited disposal capacity.

The governments could follow normative theories of regulation\(^{168}\) and institute market mechanisms such as a (a) audit of features for AI developers and AI deployers based on the principles mapped for them and (b) market for principles-based accreditation, enabling a competitive edge for platforms. While an independent auditing agency must perform the audit, a government or authorised entity must perform the accreditation process at a nominal cost based on defined principles. The accreditation process must have a well-laid process and procedure that balances transparency and safeguards to protect intellectual and proprietary information. Besides, the accreditation process must be aspirational such that it pushes the AI developers and AI deployers toward performing better on the user outcome aspect, i.e., securing the impact population from the adverse implications of AI technologies.


\(^{165}\) UNESCO, including India, adopted this agreement to define shared values and principles for enabling the responsible development of AI innovations. Analytics India Magazine. Retrieved June 20, 2023, from https://analyticsindiamag.com/ethics-of-ai-193-members-of-unesco-adopt-recommendations/


Conclusion

Humans are the heart of the Internet, and everyone should benefit from the open and trustworthy Internet. However, the Internet is going through a paradigm shift driven by key technological developments like Artificial Intelligence. These technological developments pose challenges to the internet at different levels, like (a) gaps in the regulatory parameters, (b) technological differences, (c) lack of interoperability for networking, (d) safety and security concerns impacting trust etc. These challenges directly implicate how humans perceive the Internet’s future, which is currently filled with anxiety and uncertainty, as highlighted by the previous version of the global Internet report.

Therefore, to transform the status quo, it is important to reinstate trust within disruptive technologies like Artificial Intelligence, which will be the face of the internet in the future. To achieve the same, there is a need for a governance framework which would enhance opportunities afforded by Artificial intelligence by making it trustworthy while minimising harm. Therefore, this is where our paper comes into the picture, adding value to efforts towards making AI development and deployment trustworthy by proposing an ecosystem-level principle-based approach which appropriately maps the harms and impact at the different stages and suggests principles for various stakeholders for tackling the same. Going further, this paper could set the context for future research on how the stakeholders can pragmatically put to action the identified principles and indicated operational strategies at scale.
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