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Executive
Summary

With the rapid proliferation of artificial intelligence (Al) across various domains, discussions surrounding
responsible Al have become ubiquitous. These versatile technologies are transforming the nature of our work,
interactions, and lifestyles. We are on the brink of witnessing a transformational shift comparable to the impact
of the printing press, which revolutionised the world six centuries ago. As a result, several countries and
industry bodies are actively engaged in formulating frameworks for algorithmic decision-making that prioritise
ethics and the fundamental principles and values associated with responsible Al.

Much progress has been made towards establishing standards and developing frameworks, as a result of
which numerous Al ethics guidelines have been published globally, amounting to multiple sets of guidelines .
However, most of the existing literature on the risk management of Al at the development level focuses on
uni-stakeholders, i.e., Al developers. Given that the adverse implications arising out of Al systems can cause
impact on a broader, societal level, it is critical to effectively develop, deploy and operationalise Al systems by
taking a systemic approach and considering the Al lifecycle in its entirety. Towards the same, the paper puts
forth a principle-based multi stakeholder approach which resonates with the foundational values of responsible
Al envisioned by various jurisdictions globally. The paper also provides an indicative operational strategy
consisting of good practice and governance principles, which can be converted into implementable measures.

To define responsible Al, it is a by-product of an Al model being trustworthy, safe, fair while prioritising human
agency and well-being and mitigating the potential risks and negative consequences for all involved
stakeholders. The ultimate goal of having an Al system based on responsible Al can be achieved by adopting
a trustworthy, purposeful, comprehensive, and responsive approach toward Al development and deployment.
Establishing a responsible approach is also crucial for fostering “responsible competitiveness” in the realm of
Al. This approach is the bedrock on which all individuals and entities involved with Al systems can have
confidence that their design, development, and utilisation adhere to legal, ethical, and resilient standards.

However, currently, there is a lack of an approach that aligns with the key principles of responsible Al while
prioritising impacts and harms of the Al systems across the lifecycle and effectively integrating these principles
into policy-making and implementation. Towards the same, the paper attempts to map harms and impacts
caused by different stakeholders at different stages of the Al lifecycle. The paper, firstly, differentiates between
harms and impacts emerging at different stages of the Al lifecycle. While harms refer to the negative or
detrimental outcomes of Al systems on the end-users, impacts arise when the responsible parties or Al actors
acknowledge, explain or take actions to mitigate the harms. Moreover, the objective is also to declutter and
distribute the impact and harm caused by Al, which emerges at different stages so that appropriate steps can
be taken. While the assessment of impact does not necessarily expose the harms that may be caused, it
enables the parties to make informed decisions to address or prevent harms and develop frameworks, adopt
ethical guidelines or make modifications to the design, deployment or management for the same.

Followed by mapping the harms and impact to tackle the same, this paper suggests principles to be followed
by Al developers, Al deployers and impact populations at the different stages of the Al lifecycle. To enable a
comprehensive approach, we have mapped critical principles for Al development and deployment advised by
the frameworks developed by various governments, intergovernmental organisations, academia, civil society
etc., in India and globally. While these principles have common underlying intention and themes, they also
represent diverse cultural, social, linguistic and organisational contexts. These principles, however, are not the

5 Ethics guidelines for trustworthy Al | Shaping Europe's digital future. (2019, April 8). Shaping Europe's digital future. Retrieved August 16, 2023, from
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai

5 While most of the risk management literature talks only about Al developers, some of the key frameworks and policy instructment like NIST Risk
Management Framework (NIST 2023) and EU Al Act discusses the role of the multistakeholders within the Al ecosystem. For instance, NIST 2023 highlights
that different Al actors have different responsibilities and awareness depending on their roles in the lifecycle.
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end; they provide us with a starting point to shape our overall approach towards Al governance.

In furtherance of our attempt to fill in a gap for an effective strategy to operationalise the mapped principles,
the paper provides an indicative operational strategy that translates good practice and governance principles
into action points. While some of the principles mapped could be universally applied to Al developers, Al
deployers and the Impact population, we realise the fundamental difference when translated into operational
action points. For instance, accountability as a principle for Al developers may mean having better internal
processes and board-level supervision. However, the same for Al deployers may mean that their processes are
open and accountable to impact populations. Therefore, the paper provides an indicative operationalisation
strategy to bring out these differences.

Recognising the need for domestic regulatory stability, international cooperation and sustainable growth of
technology, the paper discusses the role of government in implementing the principle-based multistakeholder
approach by establishing different forms of coordination, especially at three essential levels, i.e., Domestic
Coordination, International Coordination, and Public-Private Coordination. In order to ensure coordinated
efforts at the domestic regulatory level, the paper, firstly, recommends the need for consistent recognition and
implementation of the principle-based approach and harmonisation at both horizontal and vertical levels of
implementation. It also highlights the need to ensure harmony and coordination at sectoral and ministerial level
to facilitate a unified approach to Al regulation.

Towards enhancing international cooperation in Al governance in India, the paper recommends balanced
discretion and approach towards implementing overarching principles of Al, i.e. India should ensure that their
principle-based approach does not significantly deviate from the internationally recognised values. Moreover,
it also emphasises the ‘Trinity Thumb Rule’ which prioritises safety, cooperation and growth as fundamental
elements in Al-related actions and policies. It also recommends the recognition of the distributed accountability
principle, which holds that different stakeholders in the Al lifecycle have different roles based on their impact
and potential to cause harm. The paper also emphasises on enabling international cooperation by leveraging
existing multistakeholder and multilateral arrangements to promote responsible Al, including specific
recommendations for mechanisms- GPAI, QUAD, UNESCOQO’s Global Agreement on the Ethics of Artificial
Intelligence and OECD.

Finally, the paper concludes by laying down key recommendations for implementing Al regulations, especially
in the context of Al developers and deployers, and fostering responsible competitiveness. These include
tailored regulation for the vast diversity of Al developers and deployers, application of normative theories of
regulation to guide the development of Al regulations, instituting market mechanisms, accreditation process,
government oversight and continuous improvement, amongst others.
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For user readability and holistic contextualising of ourpaper, we believe it is
imperative for us to explain key definitions of terms used across our paper in a
layman terms:

10.

Al Ecosystem: Al Ecosystem refers to the interconnected environment of organisations, individuals and
governments involved in the development, deployment and use of Al systems.

Al System: An Al system is an Al-powered, machine-based system that is capable of influencing the
environment by producing an output (predictions, recommendations or decisions) for a given set of
objectives.

Al Lifecycle: An Al life cycle refers to the sequential stages involved in the development, deployment and
use of Al systems. The Al lifecycle consists primarily of the following stages: i) design, data and models;
ii) verification and validation; iii) deployment; and iv) operation and monitoring.

Al Actors: Al actors are those who play an active role in the Al system lifecycle, including organisations
and individuals that deploy or operate Al.

Developer: A natural person or legal entity (within both the public and private sectors) who develop Al
systems for market consumption while they may not necessarily deploy and use the same technology.

Deployer: A natural person or legal entity (within both the public and private sectors) who procure,
employs, deploys and operates Al systems not necessarily developed by themselves.

Impact Population: A natural person who directly or indirectly uses, engages, and is impacted or affected
by the Al systems.

Impact: Impacts arise when the responsible parties or Al actors acknowledge, explain or take actions to
mitigate the harms.

Harms: Harms refer to the negative or detrimental outcomes of Al systems on the end-users.
Responsible Al: The concept of responsible Al recognises the need to ensure safe, beneficial, ethical

and fair use of Al technologies to ensure societal progress, economic growth and sustainable
development of technology.
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01
Introduction

The internet is advancing at an exponential pace; where within a decade, we have seen a transition from a
two-dimensional Web 2.0 to technological developments like Artificial Intelligence, which understands our
prompts contextually to offer responses to our queries, producing outputs at par with natural human language.
Such rapid advancement and evolution of Al has brought in a notable shift in its application from B2B
specialised sectors to now a broader audience, especially through growing the use of generative Al in
business-to consumer (B2C) landscape’. This has also intrigued and empowered Internet users to interact with
generative Al for creative, educational and professional purposes.® Since its release in November 2022, the
keyword “ChatGPT” has attracted a growing search interest on Google, signifying a crucial expansion in the
impact and reach of the technology.®

The rapid advancement of Al technology and its application across sectors has provided numerous social and
economic benefits. For instance, in the past decade or so, these technologies have played an important role
in taking education to the last mile in terms of enabling conversational/interactive learning and also translating
content to multiple languages. Besides, Al solutions have also evolved to a level where they can gauge
students’ learning styles and pre-existing knowledge to deliver customised support and instruction. Al
technologies are also specifically being used to address challenges specific to agriculture, such as precision
farming, soil testing and crop health monitoring. Al integrated with ultrasound technology has proven to
enhance the measure of the baby’s fetal position when it’s exiting the womb; this has helped the Al deployers,
i.e., healthcare providers, with additional information to make informed decisions that keep both mother and
baby healthy. Besides, in simple day-to-day life, many menstrual cycle tracking apps use Al technology to
predict women’s ovulation period to enhance their health outcomes.

Box 1: Salient Use Cases of Al Technologies

L oD

, & | X

HEALTHCARE CLIMATE CHANGE EDUCATION FINANCE AGRICULTURE

Enhancing the
measure of the baby’s
fetal position when it’s

exiting the womb.

Predicting women’s

ovulation period to

enhance their health
outcomes.

Detecting fast-moving
weather patterns and
forest fires for
climatologists

Interpreting complex
climate data,
predicting climate
change and
strategizing mitigation
measures.

Enabling
conversational/interac
tive learning and
translating content to
multiple languages.

Gauging students’
learning styles and
pre-existing knowledge
to deliver customised

support and instruction.

Aiding financial
institutions in
detecting and

preventing fraudulent
activities.

Optimising algorithmic
trading strategies for
improved financial
decision-making.

Optimising farming
practices for increased
yield and
sustainability.

Providing valuable
insights for optimal
crop growth.

”Deveau, R., Griffin, S. J., Reis, S. (2023, May 11). Al-powered marketing and sales reach new heights with Generative Al. McKinsey; Company.
https://www.mckinsey.com/capabilities/growth-marketing-and-sales/our-insights/ai-powered-marketing-and-sales-reach-new-heights-with-generative-ai
& Generative Al: Here are use cases across industries . ET Telecom. (2023, July 9). Retrieved 3 September 2023

https://telecom.economictimes.indiatimes.com/news/internet/generative-ai-here-are-use-cases-across-industries/101612886

%Hu, K. (2023, February 2). CHATGPT sets record for fastest-growing user base. Reuters. Retrieved 3 September 2023
https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/
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Offering personalised
investment
recommendations to
customers.

Monitoring crop
health to enable
timely intervention for
disease prevention.

Given its reach and impact across sectors and user bases, there are growing regulatory considerations and
societal awareness to tackle the risks associated with Al technologies. There are also growing questions
around its ethical, moral and social implications. As a result, various regulatory developments have cropped up
worldwide to enhance responsible Al risk management and mitigate the impact and harms arising out of Al
systems. While harms refer to the negative or detrimental outcomes of Al systems on the end-users, impact
may be defined as potential risk that may arise when the responsible parties acknowledge, explain or take
actions to mitigate the harms. Instances of such harms caused by the use of Al systems have been observed
worldwide in the form of biases™, exacerbation of inequality", and neglect of fundamental rights™. While these
regulatory measures are trying to make Al systems adhere to ethical and safety measures through risk
management, there is n’t adequate discussion on how we can tackle the adverse implications of Al at the
ecosystem level involving other actors across the Al lifeycle, including Al deployers and the impact population,
in a responsible fashion.

Such issues concern all stakeholders involved in or committed to the different stages of the Al cycle- design,
implementation, deployment, and use of the technology. Therefore, it becomes crucial to understand the role
of key actors in the Al lifecycle towards tackling risks arising out of Al systems in a way that is innovative,
trustworthy and that respects human rights and democratic values. The Al lifecycle primarily consists of the
following stages: design, data and models; verification and validation; deployment; and operation and
monitoring’. The stages bring together Al actors- individuals and organisations- in a collaborative manner.
These Al actors are individuals and businesses involved in various phases of the Al lifecycle, including those
who deploy or operate Al systems. Depending upon the stage in the Al lifecycle and the Al actor involved, the
role and responsibility may vary in nature and may require differentiated approaches from stakeholders to
tackle them. Different actors may have different roles and influences at different stages of the life cycle, and
understanding the same may help determine the potential consequences of Al systems and assess and assign
responsibility among the actors. For example, the developers of facial recognition systems have a role to
ensure that it does not provide biased data is diverse and inclusive of wider demographics so as to ensure
unbiased diagnosis and disease trends. predictions. Similarly, data scientists involved in healthcare
projects.

Plan and Design

Collectand

Direct Usage
Process Data

Actual

Operationalisation Build and

Use Model

Deployment and
Operationalisation

Verification
and Validation

©Hao, K. (2020, April 2). This is how Al bias really happens-and why it’s so hard to fix. MIT Technology Review. Retrieved 3 September 2023, from
https://www.technologyreview.com/2019/02/04/137602/this-is-how-ai-bias-really-happensand-why-its-so-hard-to-fix/

2. Rotman, D. (2022, May 11). How to solve Al’s inequality problem. MIT Technology Review. Retrieved 3 September 2023, from
https://www.technologyreview.com/2022/04/19/1049378/ai-inequality-problem/.

=-European Union Agency for Fundamental Rights,. (2020). (rep.). Getting the Future Right — Artificial Intelligence and Fundamental Rights. Office of the
European Union. Retrieved 3 September 2023, from https://data.europa.eu/doi/10.2811/58563.
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must ensure that training

The existing literature, however, largely focuses on a uni-stakeholder, i.e., Al developers. While Al developers
take high-risk management measures, such systems are prone to misuse by Al deployers, which may
resultantly impact the unaware population. For instance, when Liquified Petroleum Gas (LPG) cylinders are
made for domestic consumption, the manufacturers would have taken most precautions to make the cylinders
absolutely safe for domestic consumption; however, if the individuals as users manhandle the LPG Cylinders
definitely, the chance of the same causing negative impact is high. Similarly, while seat belts are engineered in
vehicles to ensure user-safety; however, the occupant may not choose to wear the seat belt, there is a high
possibility of the same risking the life of the individual.

This, therefore, raises the question who should be held accountable for consequences of misuse of Al systems
to tackle the implications of Al technologies and products. This paper attempts to answer this question by
proposing a Principle-based Multi Stakeholder Approach as an ecosystem-level intervention based on
responsible Al values envisioned globally. The concept of responsible Al recognises the need to ensure safe,
beneficial, ethical and fair use of Al technologies to ensure societal progress, economic growth and sustainable
development of technology. In recent times, several frameworks have proposed principles to ensure that Al
technologies are developed and used in an ethical, rights-respecting and beneficial fashion. These are not only
limited to transparency, accountability and fairness but also focus on explainability, diversity with inclusion with
human oversight and control of technology. However, there is a lack of an approach that aligns with the key
values of responsible Al while prioritising impacts and harms of the Al systems across the lifecycle. There is
also a lack of strategy that aims to effectively integrate responsible Al principles into policy-making and
implementation.

Towards the same, this paper discusses why India must consider laying out enabling principles at the
ecosystem level to support home-grown Al innovations that may be exported and be used to build regulatory
foundations worldwide. Artificial Intelligence reflects society like a mirror; therefore, through this paper, we
emphasise that everyone within the Al ecosystem, including Al developers, Al deployers and the impact
population, has a stake in building responsible Al. This paper will effectively contribute toward the discussion
on developing an effective governance structure for Al to enhance its opportunities while mitigating its impact
and harms. There are various kinds of literature on the risk management of Al at the development level
focusing on uni-stakeholder, i.e., Al developers.”® However, the approach to this paper for establishing an
effective governance structure for Al would involve multi-stakeholders, including Al developers, Al deployers
and impact population, where we map principles for different stakeholders within the Al lifecycle to enable it
in a responsible manner.

Chapter 2 maps the various global developments in regulating Artificial Intelligence and operationalising key
principles to set the context. Following this, Chapter 3 sets out the five critical implications of Al solutions and
attempts to map out the extent to which Al developers, Al deployers, and the impact population contribute
towards manifesting the same. In addition, in Chapter 3, we propose a principle-based multistakeholder
approach where we map the principles to be followed by stakeholders, namely Al developers, Al deployers and
impact population at appropriate stages. Chapter 3 also discusses indicative operationalisation strategies for
Al developers, Al deployers, and the impact population to imbibe the mapped principles. Conclusively, Chapter
4 discusses the government’s role in implementing the principle-based multistakeholder approach.

°Rogers, J. (2023, January 11). Artificial intelligence risk & governance. Al & Analytics for Business. Retrieved June 20, 2023, from
https://aiab.wharton.upenn.edu/research/artificial-intelligence-risk-governance/
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02

Navigating Global
Al Regulatory Developments

While attempts are being made to regulate the nascent Al space, we must also note that the complexities that
modern Al systems bring to the fore are in no way similar to Al systems that were operational even a decade
ago. New inventions like ‘Transformers’ have boosted the growth of machine learning and reinvigorated them
with new steam that has enabled the rise of generative Al that we saw in the early 2020s." Thus, in a rapidly
changing landscape, the demands from regulatory interventions are not to merely regulate the status quo but
also to withstand the test of time.

However, artificial intelligence governance is currently fragmented worldwide, primarily because it is rooted in
two issues at the heart of the governance of all emerging technologies: The pacing problem and the
Collingridge dilemma.” Firstly, the pacing problem refers to the act of catching up done by legislatures
worldwide, given the rapid advancements in emerging technologies and the countries' slow-paced formulation
of laws and regulations. Secondly, David Collingridge proposed the Collingridge dilemma to highlight that we
can successfully regulate a given technology when it's still young and unpopular and thus probably still hiding
its unanticipated and undesirable consequences, or we can wait and see what those consequences are but
then risk losing control over its regulation.

Beyond the pacing problem, Artificial Intelligence is hard to regulate as definitions need continual updating
with emerging technologies. A very good example of how fast technology outpaces definitions can be
observed in the definitions made by the OECD in 2019. The OECD definition from 2019 did not include ‘content
generation’ within its ambit and, thereby, would not apply to the currently booming generative Al industry. This
was corrected in a way under the EU Al Act that includes systems that generate “content” in addition to
“predictions, recommendations, or decisions.”*®

Definitional challenges seem to manifest in two distinct trade-offs as well. Whether to define Al technically or
through a Human-centric approach and ensure that the scope of the definition is optimal and congruent to the
regulatory aims. Human-centric approaches define Al in relation to Human activities. For instance, in the U.S.
Department of Defense Al Strategy paper, the definition of Al is “the ability of machines to perform tasks that
normally require human intelligence””, which is a contrast to the approach taken by the OECD where they
define Al as a “machine-based system” that produces “predictions, recommendations, or decisions.” Both
approaches lead to different outcomes. Moreover, the Al definition is also increasingly evolving in the tangent
where “autonomy” has become an integral element of the definition. For instance, the Al definition within the
National Institute of Standards and Technology (NIST) Al Risk Management Framework (Al RMF) which is
adapted from OECD Recommendation on Al:2019; ISO/IEC 22989:2022 is “an engineered or machine-based
system that can, for a given set of objectives, generate outputs such as predictions, recommendations, or
decisions influencing real or virtual environments. Al systems are designed to operate with varying levels of
autonomy”. While the Human-centric approach views Al in socio-economic contexts and accommodates the
rapidly changing nature of the technology itself, the latter enables legal precision and enables regulatory
harmonisation as definitions founded upon technical capabilities remain constant across use cases and

' Giacaglia, G. (2019, March 11). How Transformers Work. Medium. Retrieved June 20, 2023, from
https://towardsdatascience.com/transformers-141€32e69591

' Srinivasan, K. R. (2023, May 2). Two reasons Al is hard to regulate: The pacing problem and the Collingridge dilemma. The Hindu: Breaking News, India
News, Sports News and Live Updates. Retrieved June 20, 2023, from
https://www.thehindu.com/sci-tech/science/ai-regulation-pacing-problem-collingridge-dilemma/article66802967.ece

'8 Murdick, D., Dunham, J., & Melot, J. (2020, June). Al Definitions Affect Policymaking. Center for Security and Emerging Technology.
https://cset.georgetown.edu/wp-content/uploads/CSET-Al-Definitions-Affect-Policymaking.pdf

7US Department of Defense. (2018***). Summary Of The 2018 Department Of Defense Artificial Intelligence Strategy: Harnessing Al to Advance Our Security
and Prosperity. U.S. Department of Defense. https:/media.defense.gov/2019/Feb/12/2002088963/-1/-1/1/SUMMARY-OF-DOD-AI-STRATEGY.PDF
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jurisdictions.™

Regulatory developments have cropped up worldwide to enhance Al risk management and trustworthiness.
Against this backdrop, this chapter will discuss various global developments in regulating Artificial Intelligence
and operationalising key principles. While various developments are happening around regulating Al
worldwide, this chapter discusses some of the critical frameworks that have emerged at the lateral and
multilateral levels across the globe.

REGION

Box 2: Global Al regulatory Landscape

REGULATORY
INSTRUMENTS/
FRAMEWORK

Algorithmic Accountability
Act of 2022

Al Risk Management
Framework (NIST)

OBJECTIVES

with the new Al ecosystem and

provide capacity building for Al.
Ensure workforce knowledge of
Al capabilities and risks through

the Al Training Act.

Require impact assessments of

automated decision systems
and empower consumers
through the Algorithmic
Accountability Act.

Provide risk management
practices for trustworthy Al
through NIST's Al Risk
Management Framework.
Coordinate federal agencies
around core Al principles with
the Blueprint for an Al Bill of
Rights.

APPROACH
TAKEN

governance
Al Training Act for
workforce knowledge
Algorithmic Accountability
Act for impact
assessments

NIST's Al Risk
Management Framework
Multiple regulators
contributing to Al
regulations

Blueprint for Al Bill of
Rights focusing on civil
rights

PRINCIPLES

OECD OECD Regulations Establishing regulations for Al Proposal adopted by 42 Inclusive growth,
Ensuring responsible and nations, foundational for sustainable development,
trustworthy Al deployment national frameworks well-being
Promoting international Values-based principles as Human-centred values
cooperation foundation and fairness

Five recommendations for Transparency and
national policies and explainability
international cooperation Robustness, security,
safety
Accountability
Europe European Union’s Al Act Regulate the development and Risk-based approach: User safety and ethical Al
use of Al systems, particularly Classifies Al systems into use
high-risk ones, with a focus on low-risk, limited-risk, Risk assessment and
protecting users and high-risk, and categorisation
minimising potential harms. unacceptable-risk Specific requirements for
categories based on their High-risk systems
potential impact. Flexibility and regulatory
certainty
USA Al Training Act Improve state capacity to deal Soft-law approach to Safe and Effective Al

Systems

Proactive prevention of
algorithmic discrimination
Data privacy and
protection

User information and
explanations

Opt-out provisions and
grievance redressal

8- O'Shaughnessy, M. (2022, October 6). One of the biggest problems in regulating Al is agreeing on a definition. Carnegie Endowment for International
Peace. Retrieved June 20, 2023, from

https://carnegieendowment.org/2022/10/06/one-of-biggest-problems-in-regulating-ai-is-agreeing-on-definition-pub-88100
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Brazil

India

Brazilian Artificial

Intelligence Law (Bill No:

2238/2023)

Digital Personal Data
Protection Act 2023

Digital India Act

Promote safe, responsible, and
trustworthy Al systems

Protect fundamental rights of
citizens affected by Al systems.
Categorize Al systems based on
risk levels.

Establish a regulatory body to
enforce the law.

Implement a protective system
of civil liability for Al system
providers.

Mandate reporting of significant
security incidents.

Conduct a preliminary
algorithmic assessment of Al
systems for risk classification.

Establish broad principles for Al
design, development, and
deployment.

Prepare the workforce for the
future through skilling.

Set up centres of excellence in
the Al ecosystem.

Address challenges of
Algorithmic bias, privacy, and
ethics through research.
Introduce Responsible Al
Principles for safe and
responsible use of Al systems.
Ensure compliance with the
Digital Personal Data Protection
Bill 2022 for data-dependent Al
systems.

Propose the Digital India Act to
comprehensively regulate the
digital space.

Risk-level grading of Al
systems

Ex-ante governance
measures

New regulatory body
enforcement
Categorization of Al
systems

Protective civil liability
system

Preliminary algorithmic
assessment

Prohibition of 'Excessive'
risk systems

Promote Al adoption while
addressing potential
issues.

Risk-based approach to Al
categorisation and
regulation.

Safeguarding rights of
affected individuals
Risk-level grading and
governance

Civil liability for
providers/operators
Reporting obligation for
security incidents
Preliminary algorithmic
assessment

Prohibition of 'Excessive'
risk systems

Promote Al adoption while
addressing potential
issues.

Risk-based approach to Al
categorisation regulation.
Data minimisation
Accurate data collection
Right to information
Consent

Right to erasure and
correction of data
Addressing Al, cybercrime,
data protection,
competition, online safety
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03

Principle-based Multi-Stakeholder Approach
An Ecosystem-Level Intervention

As discussed in the previous chapter, countries across the globe are taking steps to regulate Al, such as the
recent draft of Brazil’s Al Bill, the EU’s Al Bill, and the US National Institute of Standards and Technology’s Al
RMF, NITI Aayog’s Responsible Al principles. While these regulatory measures are trying to make Al systems
responsible through risk management, there is less discussion on how we can tackle the adverse implications
of Al at the ecosystem level while prioritising impacts and harms of the Al systems and involving other
stakeholders like Al deployers and the impact population.

To enable Responsible Al, it is crucial to minimise the impact and harms of Artificial Intelligence by taking both
the intended and unintended consequences of Al and consider several factors that can cause algorithmic harm
into account, to identify the implications and consequences of these systems. These factors may include the
context of developing and deploying Al systems, quality, intended outcomes and goals, veracity and diversity
of data, algorithmic designs and functioning, inclusivity and multi-stakeholder participation. According to a
Capgemini survey', executives in nine out of 10 organisations believed that ethical issues resulted from the use
of Al systems and almost fifty per cent of consumers believed that they have experienced at least two types of
uses of Al that resulted in ethical issues in the last few years.

Some of these issues included over-reliance on machine-generated outcomes without disclosure in the
insurance and banking sector, collecting and processing personal data of in Al systems patients without
consent, and biased/unclear recommendations from an Al-based system for diagnosis/care/treatment. While
many of these issues may not be intentional but may creep in if there are not enough checks and balances
during the entire lifecycle. The distinction between harm and impact is rooted in the accountability and
responsibility relationship among the actors involved in the Al cycle. While the assessment of impact does not
necessarily expose the harms that may be caused, it enables the parties to make informed decisions to address
or prevent harms and develop frameworks, adopt ethical guidelines or make modifications to the design,
deployment or management for the same.

Therefore, through this chapter, we suggest a principle-based multi-stakeholder approach where we discuss
various principles across the Al lifecycle bucketed and mapped to respective stakeholders within the Al
ecosystem.?° Firstly, we will differentiate between harms and impacts emerging at different stages of the Al
lifecycle. The objective of doing this is to develop a map of harms and impacts caused by different stakeholders
at different stages of the Al lifecycle. In addition, the objective is to declutter and distribute the impact and harm
caused by Al, which emerges at different stages so that appropriate steps can be taken. Followed by
differentiating the harms and impact, to tackle the same, this chapter suggests principles to be followed by
identified stakeholders at the different stages of the Al lifecycle. While there are various stakeholders within the
Al ecosystem, this chapter covers the three key players, i.e., Al developers, Al deployers, and Impact
Population. For the purpose of this chapter, three key stakeholders are defined as the following.?'

®-Organizations must address ethics in Al to gain public’s trust and Loyalty. Capgemini. (2019, July 13). Retrieved June 20, 2023, from
https://www.capgemini.com/news/press-releases/organizations-must-address-ethics-in-ai-to-gain-publics-trust-and-loyalty/

20-The principles should be understood in their cultural, linguistic, geographic, and organisational context, and some themes will be more relevant to a
particular context and audience than others. For instance, the definition of transparency or explainability in Brazil may not be the same concept in the US.
2 The Al developer and Al deployers are not watertight compartments, whereas there are instances where the Al provider/developer could also be an Al
operator/user. At such conditions, the entity or natural person must follow the principles bucketed for Al developers and Al deployers at different stages of
the Al lifecycle.
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Figure 1: Stakeholders

Al Developer/ Al Deployer/ Impact Popula
Providers Procurer End Users

A natural person or legal A natural person or legal A natural person who
entity (within both the entity ( within both the directly and indirectly
public and private sectors) public and perivate uses, engages, and is
who develop Artificial sectors) who procure, impacted or affected by
Intellignece solutions for employs, deploys and the Atrtificial Intelligence
market consumption while operates Artificial solution.
they do not necessarily Intelligence solutions not
deploy and use the same necessarily developed by
technology. themselves.

The critical principles mapped for the above-discussed stakeholders in this chapter are in line with advised by
the frameworks developed by various governments, intergovernmental organisations, academia, civil society
etc, in India and globally. Besides, the principles discussed in this chapter are the key universal and
internationally recognised Al design and deployment principles embedded in various responsible Al
frameworks across jurisdictions??, especially India.?

3.1. Mapping Harms and Impacts across the Al
Lifecycle

While we interchangeably use the terms such as Impacts and Harms, they are technically not identical. The
impacts can be defined as evaluative constructs used to gauge the socio-material harms that can result from Al
systems systematically and objectively.?* These measurable outcomes allow us to understand the
consequences of the interaction between Al technologies and individuals and society. For instance, the error
rates of an Al solution, like the rate of inaccurate information, wrong predictions or disparate errors etc.
Defining and measuring impacts allows us to understand the intended and unintended risks, benefits and
harms that may arise when the procured Al deployers employ the Al solutions.

However, though the developed Al solutions are working as designed, adverse implications still crop out. This
is where the other end of the puzzle, which is less discussed, comes into the picture, i.e., how Al deployers
utilise the procured Al solutions for critical functions causing tangible and intangible harms.?® For instance, as
discussed above, the Al solutions might be producing an error or may be designed to capture some biased
parameters to produce the suggested outcome; however, real-life harms of such outcomes only translate into

22 Shankar, V., & Casovan, A. (2022, May). A framework to navigate the emerging regulatory landscape for Al. The OECD Artificial Intelligence Policy
Observatory - OECD.AI. Retrieved June 20, 2023, from https://oecd.ai/en/wonk/emerging-regulatory-landscape-ai

2-NITI Aayog. (2022, November). RESPONSIBLE Al #AIFORALL Adopting the Framework: A Use Case Approach on Facial Recognition Technology. | NITI
Aayog.Retrieved June 20, 2023, from https://www.niti.gov.in/sites/default/files/2022-11/Ai_for_All_2022_02112022_0.pdf

24 Metcalf J, Moss E, Watkins E, Singh R, and Elish M. (2021, March). Algorithmic Impact Assessments and Accountability: The Co-construction of Impacts.
ACM Digital Library. Retrieved June 20, 2023, from https://dl.acm.org/doi/pdf/10.1145/3442188.3445935

25 Horowitz, A., & Selbst, A. (2022, June). The fallacy of Al functionality. ACM Digital Library. Retrieved June 20, 2023, from
https://dl.acm.org/doi/fullHtm|/10.1145/3531146.3533158
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action when Al deployers blindly use the same for making real-life decisions. Therefore, this shows that the
distinction between harm and impact is rooted in the accountability and responsibility relationship among the
stakeholders involved in the Al lifecycle, where both Al developers and Al deployers must follow some key
principles to ensure adverse implications of Al solutions are tackled appropriately.?® Besides, with the evolution
of artificial intelligence into Generative Al solutions, real-life harms could also be caused by the impact
population. For instance, when an Al solution produces baseless and misleading information, this starts a chain
reaction of misinformation, which becomes a wild forest fire as unsuspecting impact populations start sharing
the same misleading information within their own network.?’

Figure 2: Impact Vs Harms

The impacts can be defined as

evaluative constructs used to gauge
the socio-material harms that can may arise from Al systems and
result from Al systems systematically produce negative outcomes for
and objectively. the end-users

Harms can be defined as the
actual negative consequences that

While there are various forms of adverse implications emerging out of Al systems, for the purpose of this
section, we will be focusing on five critical implications of Al systems, i.e., exclusion, false predictions, copyright
infringement, privacy infringement, and information disorder. The rationale behind choosing these critical
implications is because they have been reported more frequently.2® The below illustration presents how these
implications are influenced by Al developers, Al deployers, and the impact population In doing so, the
illustration will also showcase at what stages within the Al lifecycle?® (Refer to Box 3) “impact” and “harm”
emerge and how Al developers, Al deployers, and impact populations are associated with the same. While
various forms of impact and harm could potentially contribute towards causing the identified adverse
implication, for the purpose of this paper, we have mapped some of the predominant causes based on our
meta-analytic literature review. Besides, the mapped causes in the form of impact and harm do not exist in
water-tight compartments, where some of them could apply universally and could be true for other adverse
implications than the one they are mapped to.

Box 3: Al Lifecycle

Plan and Design: This initial stage of the Al life cycle entails early-stage planning and development of the
Al systems by data scientists, domain experts and governance experts. The design sub-stage involves
articulating the goals and objectives of the systems, stating the underlying assumptions, context and
requirements in light of legal and regulatory requirements and ethical considerations, and exploring
opportunities for building a prototype. Key players in this stage include C-suite executives, Test &
Evaluation, Validation &. Verification (TEVV) experts, product managers, compliance experts, auditors,

26-Ryan, M. (2020, June 9). Artificial intelligence ethics guidelines for developers and users: Clarifying their content and normative implications. Discover
Journals, Books & Case Studies | Emerald Insight. Retrieved June 20, 2023, from
https://www.emerald.com/insight/content/doi/10.1108/JICES-12-2019-0138/full/html

2" Discussed in detail below

25-Based on the cluster of cases reported on the same, which has been slightly higher.” with “because they have been reported more frequently.

2% Advised by OECD and NIST Al lifecycle, however, slightly improvised to fit the model suggested in this paper.
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organisational management, etc.

Collect and Process Data: Data stage deals with gathering, validating and cleaning the data and
documenting the metadata and characteristics of the dataset. Key players in this stage include Data
scientists, data/model/system engineers, Al designers etc.

Build and Use Model: During the model stage, the focus is on creating selection models/algorithms, their
calibration, training and interpretation. Various models or algorithms are designed and developed that
may be suitable for achieving the intended outcome. Key players in this stage include Modelers, Model
Engineers, Data scientists, data/model/system engineers, domain experts, etc.

Verification and Validation: This phase involves executing and tuning models and running tests to
assess performance on various factors and metrics. These evaluation metrics are defined based on
problems and the desired results; frequently used metrics include accuracy, precision, recall, and F1
score.° Based on the evaluation results, this stage may also involve developing multiple iterations after
identifying the limitations in the previous model and making refinements. This may be done by increasing
complexity, revisiting datasets to assess the representativeness of data, considering and evaluating more
capable algorithms, and sharing research innovations for the growth of the Al discipline. Key players in
this stage include Data Scientists, experts etc.

Deployment and Operationalisation: In this phase, the Al system is put into actual production and
events such as piloting, compatibility assessment, regulatory compliance, organisational set-up and user
experience evaluation are conducted. Followed by this, the Al system is actively used through
operationalisation. Key players in this stage include Developers, System Engineers, Procurement experts
etc.

Actual Operationalisation: Once the Al developers operationalise the Al solutions, in this stage, Al
deployers procure the Al solution from the Al developer (if both are not the same entity). Post-procuring,
Al deployers put Al solutions to actual operationalisation by incorporating them with their critical functions

30 Hodgson, J. (2022, November). The 5 Stages of Machine Learning Validation. Towards Data Science. Retrieved June 20, 2023, from
https://towardsdatascience.com/the-5-stages-of-machine-learning-validation-162193f8e5db
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4

J. Exclusion

2
\).

One of the main concerns around Atrtificial Intelligence is producing biased outputs, which could ultimately lead
to the exclusion of impact populations traditionally excluded in real life. For instance, alternate credit lending
platforms, which use the data points like education attainment, employment history, social media data etc., for
underwriting and pricing loans, have been reported to discriminate against individuals based on historical
biases.? Where individuals who attended colleges/universities dedicated to historically vulnerable populations
have been quoted a higher interest rate and were denied access to credit.32 Similarly, medical Al systems
trained primarily on data based on white patients may not perform as well with patients from other racial or
ethnic backgrounds and lead to misdiagnosis and misleading trends.®

India is a diverse and complex country with various historic dispositions like patriarchy, caste discrimination etc.
Against this backdrop, one of the main concerns around Al is producing biased outputs, which may exacerbate
inequality and lead to violation of the fundamental and legal rights of individuals. While Al solutions are not
harmful, they replicate biases due to the biases present in its training data set and the way the algorithms are
designed. Therefore, it is concerning when there is less clarity on the integrity, quality, and diversity of the data
used for training the algorithms of these Al solutions. Besides, as these Al solutions are mostly predictive tools,
they might unintendedly replicate the historic disposition causing discrimination and disproportionate harm to
the vulnerable population. Moreover, the potential danger caused by Al is not just at the development stage but
also at the deployment level, where harm could be caused by Al deployers who may abuse and misuse the
technology, as discussed in the below table.

Table 1: Potential Causes for Exclusion

Stage Cause Description

Al Developers

Plan & Design Cognitive Bias The human brain simply processes information by
prioritising preferred outcomes due to cognitive biases.®*
However, in this scenario, cognitive biases could bring
out exclusionary implications. For instance, hypothetically,
if the individuals involved in the process of ideating an Al
solution are exposed to patriarchal socialisation their
biases may seep into the Al solution, leading to the
exclusion of women as an outcome.

Collect & Process Historical Bias Exclusion could happen even if the dataset is
Data appropriately measured and sampled because of
historical bias, where data carries biases as it is. This
could also be attributed to one of the cleanliness issues,
which impacts the quality of the data available. For

3 Klein, A. (2022, March 9). Reducing bias in Al-based financial services. Brookings. Retrieved June 20, 2023, from
https://www.brookings.edu/research/reducing-bias-in-ai-based-financial-services/

32 Klein, A. (2022, March 8). Credit denial in the age of Al. Brookings. Retrieved June 20, 2023, from
https://www.brookings.edu/research/credit-denial-in-the-age-of-ai/

3:Norori, N., Hu, Q., Aellen, F. M., Faraci, F. D., & Tzovara, A. (2021). Addressing bias in big data and Al for health care: A call for open science. Patterns, 2(10),
100347. https://doi.org/10.1016/j.patter.2021100347

34 Gillis, A. (2022, June 22). What is cognitive bias? SearchEnterpriseAl. Retrieved June 20, 2023, from
https://www.techtarget.com/searchenterpriseai/definition/cognitive-bias
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instance, research shows that Natural Language
Processing (NLP)*® models capture the biases associated
towards women and vulnerable populations where
specific keywords trigger gendered responses. Adding
more information on the women and vulnerable
populations wouldn’t help in such conditions, as more
data with historical biases would only add to the
exclusionary outputs.

Representation Bias

This is one of the critical concerns when the development
sample of Al solutions is underrepresented with the data
of a certain population group could ultimately lead
towards the exclusion of the individuals who belong to
that population.®® Representation bias could creep in
different forms where the target development sample
lacks data of (a) the complete use population while using
long a small representative data, (b) an underrepresented
population within the wuse population like women,
low-income households etc., (c) diverse ethnic groups
within the under